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ABSTRACT

This report describes 31 investigations in the field of seismic
discrimination. These are grouped as follows: body-wave
studies (6 contributions), surface-wave studies (5 contribu-
tions), studies of long- and short-period magnitude, explosion
yield, and seismic energy (9 contributions), miscellaneous
studies (9 contributions), and recent developments in our data
and computer systems (2 contributions).
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SUMMARY ,

This is the twenty-sixth Semiannual Technical Summary report describing the activities of
Lincoln Laboratory, M.I.T., in the field of seismic discrimination. Due to the recent chznge

in fiscal year, this report covers the period 1 July 1976 to 31 March 1977. The objective of the
Lincoln Laboratory program is to carry out fundamental research into the seismological prob-
lems associated with the detection, location, and identification of earthquakes and nuclear ex-
plosions, and with the estimation of explosion yields. In order to investigate these problems,

we are continuously improving our ability to manipulate and process seismic data from afglobal
network of high-quality digital stations and arrays.

During the period covered by this report, data have become available from the first Seismic
Research Observatories (SROs). At the time of writing, data are being received on a routine
basis from six of these stations: ANMO (Albuquerque), MAIO (Mashad), GUMO (Guam), | NWAO
(Australia), SNZO (New Zealand), and TATO (Taiwan). Fairly extensive data are now ayailable
for the first three of these, and several contributions in this report describe our first atltempts
to use these new data for seismological research. The quality of these data is very highL and
we expect them to make a major impact on seismology as more stations become operatidgnal.

In the area of general body-wave studies, several investigations are described in this re-
port. We note the presence of small emergent phases ahead of larger, more-impulsive ;phases
in many cases of shallow earthquakes, using the short-period (SP) SRO data. This clearly
complicates the selection of onset times from conventional WWSSN film-chip data. Other studies
have used P-wave travel times to investigate the variation in crust and upper-mantle structure
across the United States, and to determine velocities in the source region by a master event
technique. It appears possible to directly measure P- and S-wave velocity in source argas such
as downgoing lithosphere slabs, and make conclusions about anomalous zones within theFe slabs.
Earlier work on the representation of the seismic source by the moment tensor has been ex-
tended to body-wave sources.

Surface-wave studies described include a new rapid algorithm for the determination of group
and phase velocity, a series of observations of Rayleigh-wave dispersion at the MashadISRO,
and a determination of structure in the Novaya Zemlya area using a pair of events. In zinothex'
study, observations of NTS explosions at Albuquerque SRO are analyzed for group veloq'ity dis-
persion using a data adaptive prediction error algorithm. A study of surface-wave overtones is
also included, and a technique is described for the problem of mode separation.

A series of investigations continuing our research into the determination of magnitide and
yield are described. A study of the variation with azimuth of the long-period (LP) P-wave
amplitudes from two explosions shows features that are consistent with an earlier study of sta-
tion magnitude bias using short-period data. An initial application of SRO data to the p-roblem
of seismic scaling, and a new technique for measuring the amplitude and phase respons.,le of the
WWSSN SP instrument are described. We have continued our investigation of methods for the
determination of station-detection ch_aracteristics. We are particularly concerned about the
inclusion of saturation parameters, ‘and the proper evaluation of the parameters descriping

tlobal
network, and a synthetic earthquake catalog for the network has been generated using a simula-

seismicity. A series of stations with known parameters are then used as a model of a

tion program. A theoretical development describes how the seismic energy radiated by a




finite propagating line source can be evaluated using the moment tensor formulism, and a sim-
ilar approach is used to calculate the explosive moments and radiated Rayleigh-wave energies
for a set of U.S. explosions. In another study, the LP P-waves observed from Longshot, Milrow,
and Cannikin are compared with observed SP data. It appears that LP data may provide a much
more stable measure of yield.

A wide variety of miscellaneous studies is included. These range from an extension of
maximum entropy spectral analysis to the study of multichannel cross spectra, to studies of Q
structure in the earth. Cepstral analysis is applied to an event near Semipalatinsk, and it is
shown to be a multiple event. An attempt to use the same analysis to detect the splitting of the
pP phase due to double reflection in oceanic areas is described. The application of polarization
filtering to LP SRO data is discussed, and it appears to be a promising technique for separating
interfering phases. A theoretical development for the excitation of normal modes by a propa-
gating fault is included. The determination of the dissipation parameter Q is of considerable
current interest. Direct measurement of Q for a number of normal modes of the earth is out-
lined, and the effects of a frequency-dependent Q on velocity dispersion are discussed. An
attempt at carrying out a simultaneous inversion of normal-mode data to obtain both elastic and
inelastic parameters is described, using finite strain theory. A possible correlation between
variations in the level of seismic activity with time and changes in the rate of rotation of the
earth is discussed.

We continue to develop our data-handling facilities. Our PDP-11 system is now a general-
purpose time-sharing facility, and we are building up our applications software library for
seismic research. The system allows us to connect with the ARPANET, to larger computers,
and to the datacomputer. Interaction with the datacomputer using newly developed software is

increasing. M. A. Chinnery




SEISMIC DISCRIMINATION {

I. BODY-WAVE STUDIES

A. SHORT-PERIOD P-WAVEFORMS FROM LARGE EVENTS 1

RECORDED AT SRO SITES

As part of an evaluation of the SRO system, a study has been made' of short-period| (SP)
P-waveforms recorded at SRO sites from large (PDE my > 5.6) events during January apd
February 1976. The stations operating at this time were ANMO (Albuquerque), MAIO (Mashad),
and GUMO (Guam). The data quality at ANMO and MAIO is generally excellent, but at GUMO
extremely high noise levels (predominant period ~1 sec, amplitude frequently exceeding 100 mys)
severely degrade recording capability. Noise levels at ANMO and MAIO appear to be geherally
less than 2 mp in the SP band.

This difference in noise levels is reflected in the detection capability of the stations.) The
SP data are saved only when triggered by the detection algorithm. There were 55 eventbs of
PDE my 2> 5.6 during the first 2 months of 1976: restricting observations to only event# of
20< A € 100°, the number of these which should have been detected at ANMO, MAIO, ,and
GUMO were 20, 19, and 33, respectively. Actual detections were 19, 17, and 9, discf.rding
periods during which the stations were not operating (3 days at ANMO, 6 at MAIO, 0 at/GUMO).
The above give detection rates for events of my » 5.6 of 95 percent at ANMO, 89 percen} at
MAIO, and a distressingly low 27 percent at GUMO.

The nature of the waveforms recorded is also of interest. Figure I-1 shows P-wavls [(1) -
(20)] recorded at the SRO sites from sources of varying source depth, distance, and size.
Waveforms from deep (h » 70 km) earthquakes [(1) — (7)] all have extremely sharp and impulsive
onsets. Those from shallow events often show a small emergent phase up to 4 sec prior to a
more impulsive larger arrival [(8), (12), (14), (15), and (19)]. The larger arrival is pL‘obably
the stopping phase, which occurs virtually simultaneously on the edges of the fault plane; the
smaller precursive arrival is due to the onset of faulting at a point of nucleation. ‘

Previous work at Lincoln Labora'cory1 attempted to predict such complicated waveforms
on WWSSN records using a Savage-type sourc:e;z the advent of the SROs gives us a high1quality
digital dataset which we intend to test against the source model. An interesting feature;of these
complicated waveforms is that the gradual onset may frequently be masked by noise, and that

time picks made from such data may consequently often be in error by several seconds.{

R.G. North |

B. P-WAVE TRAVEL-TIME ANOMALIES AND GRAVITY ANOMALIES IN A STUDY

OF THE UPPER MANTLE BENEATH THE UNITED STATES

According to recent studies,3_5 gravity anomalies in the wavelength range of 500 to! 2000 km
may well be due to lateral inhomogeneities in density, to depths of a few hundred kilométers.
On the other hand, the analysis of station anomalies for body-wave travel times on a sﬂnilar
scale6‘7 shows that the corresponding velocity anomalies must originate deeper than in|/the
crust. I

This study is part of a more extensive project attempting to correlate gravity data’}and body-
wave travel-time data in relation to the structure of the upper mantle beneath the contihental
United States. '




In order to invert travel times for P-velocity structure, the upper mantle of the U.S., to
a depth of 800 km, was divided into 5° X 5° blocks of adjustable thickness, and a selection of
P-wave travel-time data was made so as to optimize the sampling of these blocks by the corre-
sponding rays. From the ISC catalogs for the years 1964 to 1973, 102 seismic stations weI;e
selected in the U.S. and southern Canada, on the basis that they reported more than 200 events
in that period of time. Then 2653 events were chosen, using the following criteria:

Magnitude my 2 5.8, event observed by at least 50 stations in the world

Event observed by at least 15 North American stations (in order to re-
move the source effect, common to all stations), in the distance range
of 30° to 100°

Accurate location of epicenter

standard error in latitude < 0.05°

standard error in longitude < 0.06°

No further constraints on focal depth or origin time determination, as

these effects are common to all stations.

The travel-time anomalies were then computed, as referred to two different laterally homo-
geneous models: Jeffr‘eys-Bullen,8 and "PEM" of Dziewonski, Hales, and Lapwood.9 Anomalies
of magnitude greater than £2 sec were considered as bad readings and rejected. Then, the
station anomalies were computed by taking out the average over all stations for each particular
event.

For each station, an analysis was made of the dependence of the anomaly on azimuth from
station and on distance from station to event. For that purpose, the anomalies were averaged
over azimuth ranges of 45° and distance ranges of 10°. As expected from previous s'cudies,7
three major regions can be distinguished in the U.S. [see Figs.I-2(a) and (b)]: strongly positive
anomalies in the west, strongly negative in the center, and a more complicated pattern in the
east.

By drawing profiles across aligned stations and comparing the azimuthal dependence be-
tween stations on a profile, one can attempt to put some bounds on the depths and locations of
the velocity anomalies.

NW-SE and W-E profiles across western and central U.S. suggest depths as large as 600 to
700 km for the large fast anomaly in the central U.S., shallower and weaker towards the east,
and extending south into the Gulf of Mexico.

The next step in this study is to perform the mathematical inver'sion10 of these travel-time

anomalies for velocity structure and relate them to the gravity data and density structure.

B. A. Romanowicz

C. TRAVEL-TIME RESIDUALS FOR P PHASES:
A SEARCH FOR SOURCE ANOMALIES

P and S velocities in mantle seismic zones are anomalously high by 6 to 7 percent when
averaged over nearly the entire length of the Japanese zone“ or the Tonga Zone.m'13 There
is a growing need to know how this anomaly is distributed along the slab-like bodies containing
the seismic earthquakes, and whether or not the anomaly exists below the depth of the deepest

earthquakes. This depth varies between 650 and 700 km for the deepest zones.




In situ P-wave velocities reported in FitchM’15

and in this SATS show that positive anom-
alies as large as 10 percent exist in the region of the deepest mantle earthquakes. In cor{trast,
no significant anomaly was resolved in the depth range from 450 to 550 km in the Tonga Zone.
Fi‘cc:h15 suggested that the deep positive anomaly resulted from an elevated "650 km discon-
tinuity," a major transition zone that can be taken as the boundary between the upper and iower
mantles. If this interpretation were correct, then the deepest earthquakes would be below the
top of this transition zone and thus in the lower mantle. The question to be resolved is whether
or not the anomalous material containing the mantle earthquakes descends to great depth into
the lower mantle, albeit without seismic activity. I

The seismological approach to this problem has been to analyze travel-time residuals.
Jordan and Lyrm16 and Engdahli7 reported residuals of ScS and P times, respectively, that
could be explained by lithospheric material that had descended into the lower mantle. More
recently, Jordan18 has proposed the existence of a slab-like body extending to possibly 1000 km
beneath the sea of Okhotsk. He analyzed residuals of S, ScS, and ScS-S times from one deep
earthquake.

We have begun a study similar to Jordan's; however, our data are the times of P phases
reported in the Bulletin of the International Seismological Center (ISC). This data base includes
times for the years 1964 through 1973. Because most deep seismic zones are nearly linear for
distances of more than 1000 km along the strike of the various island arcs, residuals fram each
zone can be superposed on a single focal sphere as was done for the Tonga earthquakes in
Figs. I-3(a) through (c). About 40,000 residuals are represented in these figures. The residuals
were computed with the J-B tables as a standard, and have been averaged in blocks of 59 in
azimuth by 5° in angle of incidence. Raw residuals were adjusted for station bias and the Earth's

9 and Dziewonski and Gilber’c,20 reépec-

ellipticity by using the results in Sengupta and Julian1
tively. Most of these station corrections lie in the range #1 sec, whereas ellipticity corrections
tend to make the raw residuals more negative because the source region is closer to the equator
than to the pole.

Figure I-3(a) shows a band of negative residuals that has an orientation consistent with a
seismic zone inclined between 30° and 40° toward the west (the overall strike of the seigmic
zone is shown by the heavy bars in these diagrams). The minimum residual is —3 sec alnd the
average negative residual in this band is between —1.5 and —2.0 sec.

The path length for rays in the anomalous body can be crudely estimated from the equation
—fvd

<AT) = DA +1)

where {AT) is the average travel-time residual corrected for all but the source effect, fv is
the fractional velocity anomaly, {v) is the average velocity for the depth range d in the anom-
alous body. Taking —1.75 sec to be the corrected average residual from the shallow earthquakes,
an average v of 8.5 km/sec for the upper part of the slab and a velocity anomaly of 6 percent
yield a path length of about 260 km, which is less than 1/2 the length of the inclined seigmic
zone.

Residuals from earthquakes in the depth range from 200 to 400 km [Fig.I-3(b)] and from
depths greater than 550 km [Fig.I-3(c)] within the same seismic zone show negative residuals




as large as —2 sec that map onto the same region of the focal sphere occupied by the band of
negative residuals in Fig.I-3(a). The mean negative residual in this region of the focal sphere
is about —1.0. An average velocity anomaly of +10 percent in the depth range 550 to 600 km
can account for a travel-time residual of —1 sec; however, this comparison of the residual pat-
tern for near-surface and deep events may not be valid because of a steepening of the seismic
zone at depths greater than about 400 km. Little evidence for such steepening can be inferred
from these residual maps. Estimates of absolute time residuals are required in order to place
more accurate bounds on the velocity anomalies from deep earthquakes. Similar analyses will
be carried out for the other mantle earthquake zones to show to what extent the anomaly pattern

for the Tonga-Fiji region is typical of such zones.
T.J. Fitch
A.M. Dziewonski

D. IN SITU COMPRESSIONAL VELOCITIES: REFINEMENTS TO THE INVERSION

SCHEME AND AN EVALUATION OF STATION-SOURCE BIAS

Arrival-time differences between a master and a number of secondary events can be simul-
taneously solved for the relative locations, in situ seismic velocities, and the direction cosines
for ray paths at the focus of the master.14 In contrast to many problems in geophysics, this
one contains a set of model parameters that is completely known a priori, although the data
may be able to resolve only a small subset of these parameters.

In Fitch,14 direction cosines pertaining to the azimuths of the ray paths were taken to be
those of the great-circle paths, and cosines pertaining to the angles of incidence were refined
only for paths that lay almost completely in the upper mantle. In situ Vp's 5- to 10-percent
higher than global average velocities for the corresponding depth ranges were computed for
three groups of deep earthquakes. Ray paths that lay primarily in the lower mantle and core

21 or the

were defined by ray parameters computed from the classical earth model of Jeffreys
modern models B1 by Jordan and Andersonzz and the Parameterized Earth Model (PEM) of
Dziewonski et a_l.9 In subsequent work, the classical model was used exclusively because the
bias imposed by a particular model was no more than a few percent in velocity.

Fitch?® showed that in the depth range from 450 to 650 in the Tonga seismic zone, in situ
Vp is anomalously high only at depths greater than 550 to 600 km. These results have now been

10,23,24

confirmed with improved data sets and damped least-square solutions akin to a sto-

gs and Jordan and Franklin.z6

chastic inverse proposed by Franklin
The P arrival times were taken from the Bulletin of the ISC. Chi-square tests of the re-
siduals of the differential times are consistent with standard deviations of about 0.6 sec, when
grossly incorrect times are eliminated. The corresponding errors in the individual arrival
times are about 0.4 sec. Solutions with synthetic data consistent with the J-B travel times,
actual station-source configurations, and the above-mentioned level of uncertainty show that
the separations between master and secondary events should be no less than about 30 km and
no more than about 100 km to be reasonably confident that the computed in situ Vp lies within
two standard deviations of the correct value. The latest compilation of P times from the Tonga
seismic zone (carried out while the author was still at the Australian National University) re-
duced the largest separation between master and secondary earthquakes to about 100 km for
each of the stable solutions in Table I-1.




TABLE 1-1
COMPARISON OF OBSERVED AND CALCULATED VELOCITIES |
Largest
Depth of Separation Vp from V, from Vp from
Master Earthquake from Master Synthetic Data Real Data Jel’;reyszl
(km) (km) (km/sec) (km/sec) (km/sec)
493 102 9.4+0,2 9.7+0.2" 9.60
520 92 Unstable Unstable 9.76
535 75 10.1+£0.2 9.4+0.2 9.88
(marginally stable)
572 126 9.8+0.2 Unstable 10. 09
597 93 9.9+0.2 10.7 +£0.2 10.23
608 144 Unstable Unstable 10.29
624 107 10.2+£0,2 10.7 £0.2 10.37 |
650 9 9.840,2 1.2+ 0.2 10.47 |

These solutions include refined estimates of the azimuths as well as the angles of incidence
for ray paths to the stations shown in Fig.I-4. Rather than a simple least-squares solution that
minimizes |b - A)(|2 where y and b are the data and model vectors, respectively, and [A is the
matrix of partial derivatives, these solutions were damped by the addition of a small component
to the diagonal elements of the solution matrix. This isequivalent to minimizing |b ~ Ax|2 + ezxz,
where 92 is the vector containing the damping coefficients. Following AKki et a_l.io thesq coeffi-
cients were initially set equal to 02/0 2, where 02 is the variance of the random errors|in the
data, and the ¢~ are estimates of the variance in the model parameters. To achieve more
rapid convergence to a solution, the initial damping coefficients were multiplied by 0.1.

Damped solutions are preferred to the simple solutions because more rigorous accpunt is
taken of errors in the data that inevitably limit the resolution of the model parameters.| The
least-resolved parameters are the angles defining the direction cosines and the separation be-
tween events. The in situ velocity in all cases was resolved to greater than 95 percent|

Solutions with synthetic data reveal a bias in the in situ velocities that is imposed by the
particular station-source configuration in the real earth. This bias was thought to be negligible
in Fitch;15 however, the results in Table I-1 and Fig.I-5 show that this bias could be ag great
as 5 percent for these particular data sets. The in situ velocities pertaining to the magter
earthquakes at depths of 650 and 597 km are significantly less than the corresponding Jeffreys
velocities in the solutions with synthetic data, and greater in the solutions with real data. The
bias in the solutions with synthetic data results from the locations of these master earthquakes
which are below all of their secondary events (Fig.I-5).

The higher velocities computed with the real data cannot be explained by station-squrce bias.
Consequently these solutions, as well as less-sophisticated solutions reported by Fitch,m'15
The highest

in situ velocity was computed for a group of events with the master at 650 km, which ig

reveal a positive velocity anomaly near the base of this mantle seismic zone.




TABLE 1-2
STRUCTURE-DEPENDENT RAY PATHST

Azimuth (deg) Angles of Incidence (deg)
JB Refined Jeffreysm Refined
AFI
493 37.2 39.2 + 4.7 (0.859) 75.2 75.3 + 5.3 (0. 765)
597 58.3 58.8 + 6.0 (0.830) 109.6 128.2 + 5.8 (0.903)
624 60.3 43.1 + 3.1 (0.940) 107.7 121.1 + 5.4 (0.618)
650 46.1 46.0 = 4.9 (0.873) 96.8 . 109.5 + 4.6 (0.876)
GNZ
493 186. 4 189.4 + 6.6 (0.710) 73.8 79.3 + 5.7 (0.705)
597 187.9 183.6 + 6.7 (0.552) 67.4 66.8 + 6.5 (0.709)
624 186. 4 199.1 + 3.3 (0.767) 69.2 66.2 = 7.1 (0.907)
WEL
493 | 193.5 | 202.5 +6.5 (0.981) 66.9 69.7 + 5.4 (0.952)
624 191.5 197.1 + 3.7 (0.779) 65.8 60.9 + 7.5 (0.924)
650 192.9 187.8 + 5.1 (0.236) 64.0 83.2 + 5.0 (0.773)
RAO
493 | 157.5 | 156.0 & 4.8 (0.886) 122.6 109.2 + 5.8 (0.851)
597 177.8 162.0 + 7.9 (0. 894) 92,7 88.3 £ 5.8 (0.947)
650 172.3 185.0 + 5.8 (0.876) 112.2 124.6 £ 5.2 (0.955)

t Corresponding diagonal element of the resolution matrix is given in parentheses.




nominally the depth of a major transition zone between the upper and lower mantles. The PEM
velocities in Fig.I-5 illustrate the size of the velocity contrast that is consistent with a cqmbina-
tion of seismological and petrological prejudice.

By definition, deep earthquakes occur in anomalous mantle. A map view of the Tongh deep
seismic zone is shown in Fig. I-6 along with the epicenters of the master earthquakes. A|signif-
icant fraction of the paths to the stations AFI, RAO, GNZ, and WEL (Fig. I-4) lie within qar
closely parallel the seismic zone and thus are expected to show the greatest deviations frpm
the paths predicted by symmetrical earth models. ‘

In Table I-2 the refined azimuths that differ from the predicted azimuths by more thdn one
standard deviation (underscored in the table) reveal rotations of ray paths toward the stri.}(e of
the seismic zone. (The azimuth for the path WEL650 is an apparent exception; however, | it is
essentially unresolved by the data.) Similarly the angles of incidence from the deeper m#aster
earthquakes to AFI (Fig.1-4) are rotated toward the upward vertical, and thus a larger fraction
of the corresponding ray paths will lie in the seismic zone. }

Taken together, the in situ velocities and the direction cosines for ray paths to the closer
stations are consistent with other seismological and geophysical evidence for a body of amomalous
material containing mantle earthquakes. However, the in situ velocities show that the viocity
anomaly associated with this body is not uniformly distributed in the depth range from 450 to
600 km. One way to explain the anomaly pattern is by an elevated 650-km discontinuity ds

: 3y S
proposed in Fitch. T.J. Fitch [

E. IN SITU RATIOS OF COMPRESSIONAL-TO-SHEAR VELOCITY

IN SHALLOW- AND DEEP-SOURCE REGIONS

The seismic velocities V_ and VS and their ratio are being reported in many studies|both
within and outside the Earth's major earthquake zones. The inferred velocities or veloclty
ratios are, in almost every case, based on less than ten arrival times of the P and S phases
from a single event. These inferences from such a limited data set are vulnerable to various
pathologies that may exist within an active fault zone or between the source region and tHe re-
ceiver‘s.2 For example, anomalously high attenuation of weak signals may lead to arrival
times which are picked systematically late, and thus anomalously low velocities, or S-tg-P
conversions, may be misinterpreted as the S phase, in which case the inferred shear ve¢locity
will be too fast.

|
9 and promgted

A major advantage of the inversion scheme proposed by Fitch and Ry'rm2
here is that the velocity ratio is computed from a large data set. Several hundred arrivhl
times from 10 to 15 events are simultaneously inverted for relative locations and elevatifon
angles for ray paths, as well as the velocity ratio. With such a data set, large reading errors
contained in a subset of the data are likely to be discovered. Other advantages of this sfheme
are that the velocity ratio pertains to the source region and, in principle, does not requ*re any
knowledge of the velocity structure outside that region, .

The inversion scheme reported by Fitch and Rynn2 is generalized so that P and S| waves
traveling between each source and receiver are represented by independent ray paths. Resolu-
tion must be sacrificed to achieve this generalization for the case of data from crustal efarth-
quakes that are only loca,Ily recorded. The loss of resolution occurs mainly in the relative

depths and in the direction cosines for ray paths at the focus of the master earthquake. Vp/vs

|




TABLE -3
A SAMPLE SOLUTION

Senéndny Differential Relative Locations of Secondary Events

Event Origin Time Distance Azimuth Elevation Angle

No. (sec) (km) (deg) (deg)
1 10.04 + 0.03 1.06 £ 0.15 41,64 + 4,58 62.62 + 8.59
2 10.02 + 0.03 0.87 £ 0.16 27.35 + 5.73 58.74 + 8.02
3 10.47 + 0.02 1.83 £ 0.14 174.81 + 4,58 142,33 + 2,86
4 10.15 + 0.02 1.05 + 0,09 344,86 + 6.30 108.42 + 8.02
8 10.49 + 0.02 1.77 £ 0,14 171.79 = 4,01 133.92 + 2,86
6 10.02 & 0.02 2,04 +0.15 30.22 + 3.44 53.69 + 3.44
7 10.11 £ 0.03 1.47 + 0.12 2.51 £+ 4,01 83.56 + 6.30
8 10.33 + 0,02 1.06 £ 0.13 146,50 + 7.45 135.95 + 4,58
9 10.02 + 0,02 1.65 + 0.14 30.39 + 2.86 58.28 + 3,44
10 9.99 + 0.02 1.06 £ 0.1 116.50 + 6.88 36.18 £ 5,16
1 10.27 £ 0,02 1.08 + 0.07 39.15 £ 5.16 131,16 £ 8.59
12 10.45 = 0.02 1.55 £ 0.1 166.02 + 4.01 117.93 + 4,01
13 9.99 + 0.02 2,02 +0.14 25.78 + 2,86 52,88 + 2.86

Ray=Path Elevation Anglest
Refined Vp/\/s (deg)
Initial VoV,

Station (deg) P Wave S Wave
LIV 168 165.88 + 3.95 170.54 + 4,52
TAB 156 155.84 + 2,87 166.16 + 3,04
DAM 155 157.81 + 2.67 158.64 + 2.80
ORV 154 155.05 + 2.02 156.45 + 2,18
BID 143 141,86 + 5.00 =
WYN 140 141.61 + 7.34 122.23 + 6,57
LON 136 120.38 £ 5.07 -
CAM 137 133.55 + 4.46 -
FOR 131 141.10 £ 2.03 =
RAT 130 136.74 + 4,52 126.29 + 4,32
FIG 127 128,15 + 5.45 124,12 + 8,19
KAT 120 128.92 + 4,46 -
HON 114 106.07 + 6.22 -
STI 118 104,10 + 4,36 -

Initial V3.

Refined 1.60 * 0,02 with the corresponding element of the resolution matrix 0.999.
x2=105and <x2> = 149.

71 of 74 eigenvalues retained.

.t 0° is the downward vertical.




is nearly perfectly resolved in solutions with real and synthetic data of high quality, i.e.l, arrival
times with random errors no larger than, say, 0.05 sec. Several data sets, each codtaining
between 200 and 300 arrival times, were compiled from the better-recorded earthquakes in the
NW corner of the aftershock zone of the 1 August 1975 Oroville, California earthquake,

The preferred estimate of in situ Vp/Vs lies in the range 1.65 to 1.60, which is sigpificantly
less than 1.70 — the ratio assumed by the Office of Earthquake Research at Menlo Park, California
for computing the absolute locations of these events. The solution summarized in Table [-3 is
typical. The data for this solution come from a source region that is annular in shape, |with the
master located in the center. The inner radius of about 1 km is limited’ by the errors ih reading
arrival times, and the outer radius is limited by the conciition that the separation betwegn master
and secondary events be small by comparison with the length of the ray path to the nearést sta-
tion (Fig.I1-7). The standard errors in high-quality P and S times were found to be beiween
+0.01 to £0.02 sec and between £0.03 to £0.04 sec, respectively. These levels of uncertainty
are consistent with chi-square tests on residuals of the differential P and S times.

The relative locations projected on a focal mechanism solution for the main shock (Fig.I-8)
define a broad band from north to south between the nodal planes. The relative locations pertain
to activity near the base of the aftershock zone at a depth between 8 and 10 km. Apparently,
in this depth range the seismic zone has nearly the same strike as shallower parts of the zone,
but is inclined nearly vertically. This can also be seen in the vertical distribution of after-
shocks reported by Lahr et a_l.30 ,

The stability of the inversion scheme increases as the distancebetween master and ?‘econdary
events increases. However, these distances must be sufficiently small to avoid making assump-
tions about the geometry of the ray paths outside the source region. Larger source reg;ions are
permitted at greater depth; consequently, the inversion scheme becomes a more robust esti-
mator of the velocity ratio as source depth increases. This is demonstrated by solutions with
synthetic data from a hypothetical source region centered at a depth of 100 km.

Computations reported here were carried out at the computer center of the Austral#an
National University.

T.J. Fitch
A.G. Lindnf

F. A MOMENT-TENSOR REPRESENTATION OF BODY-WAVE DISPLACEMENT
VECTORS ON THE FOCAL SPHERE

!
Presently two point-source moment-tensor representation theorems exist: the original

i and the Love- and Rayleigh-wave expansion done by

free oscillation expansion by Gilbert,
McCowan.32 The advantages to the moment-tensor approach are well known. These expansions
represent nonpropagating point sources in their most general form, including all three possible
mechanisms: explosive, double couple, and compensated linear vector dipole. Furthermore,
the resulting vector displacement is always a linear combination of the moment-tensor elements
thereby making the determination of an unknown source mechanism amenable to linear-gstimation
theory. The purpose here is to extend the moment-tensor formulation to body-wave dislbplace-
ment vectors on the focal sphere. ; |

The problem is solved in spherical coordinates using the geometry shown in Fig.I-p. The
source is assumed to act at the center of a homogeneous elastic solid where it is descr){bed by
the fixed Cartesian coordinate system (x,y,z) with associated unit vectors ({, 51‘;) The displace-
ment vector resulting from this source at a distance r from the origin oriented at the a,"ngles

T National Center for Earthquake Research, USGS, Menlo Park, CA.




© and ¢ from the source coordinate system will be represented by its radial, polar, and

azimuthal components: S Sg» and s(p with respect to the unit vectors ir’ fe, f(p. Then the
usual arguments lead to the point-source moment-tensor solution:
"]
0
0
0
3@ - [2GEr) 8G(r,r ") 8G(r,r)
s(r) = T 3y FTA . MA |1 (I-1)
r'=0
0
0
.0
[ 1]

Here, E(?) is the vector of the three displacement components mentioned above, G(r.r') is the

Green's tensor in Er' le, l(p components (Morse and Feshbach33), M is the source moment
tensor in i, j, k components, and A is the following tensor:

sin® cos ¢ sin® sing cos ©
cos® cos ¢ cos 6 sing —sin®© . (I-2)
—sing cos ¢ 0

The last column vector is necessary to perform the remaining indicial sum.
As shown by Morse and Feshbach?’?’ (Chap. 13), the Green's tensor can be decomposed into
longitudinal and transverse parts which propagate P and S waves, respectively. The correct

infinite domain expressions for these are, respectively,

. - o n_ 1202\ -ik R
L 1+ik R I_RRT 3 +3ik R—k R"\], "o
=7 3 ) R
o

pa kZR2 R kR
o
1 +ik,R —k2R?\  ==T /3 +3ik,R —kZR?\] R
1 g R — kg RR g R — kg e
pB kg R R ke R

It is easiest to refer to Morse and Feshbach for an explanation of the symbols and conventions
in these expressions. The solutions can now be obtained by substituting L. and T from
Egs. (I-3) for G in Eq. (I-1) and performing the indicated operations.

After discarding the terms which decay faster than 1/r, the following are obtained:

. +oo . N
splr.t) = PM.0.9) ( iwglw)i® - r/Ol)dwlr
2Tpa’r Yeew
- 1 o iw(t-r/B) - ~ .
Ss(r,t) = — S\ iwg(w)e dw[Se (M,0,¢) le +S M,8,¢)2 |1 . (1-4)
2mpBTr V- ¢ ¢
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Here o represents the P-wave velocity, B the shear-wave velocity, p the density, and g(w) the
source-excitation function. The angular functions are:

P(M,0,¢)

n

=2 2 o {2 .2 2
Mxxsm © cos ¢ + Myysm 6 sin ¢ + Mzzcos ()

2 . . . .
+ Mxysm © sin2¢ + szsmze cosg + Myzsmze sing

i

Mxx 2 0 2 Mzz
S (M,0,¢) 5% 5in20 cos” ¢ + —4¥ sin20 sin®¢ ——Fsin20

M
+ —=sin 20 sin2¢ + Mxycos 20 cos¢ + Myzcos 20 sing

M M
s,M.0,¢) = ~ XX sin® sin2g +—a2usin8 sin2g +M__ - 0
+ Mxysme cos2¢ — szcose sing + Myzcose cos ¢ q (I-5)
For the case of a step-source time function g(w) = —1/iw, Egs. (I-4) reduce to:

gp(r,t) = —P;(%-?—ﬂ 6t —r/a) ;r

pa”r
= _ 6t —r/B) - -
ss(r,t) = TI-L [Se (M,8,¢) [9 + S(p M,8,¢) l‘P] o (I-6)

As can be seen in Egs. (I-5), an isotropic moment tensor M = ml produces monopdle radia-
tion. Furthermore, a double-couple moment tensor

M =mipd T +dp ) (1-7)

where _ﬁ and d are the normal and slip unit vectors, respectively, yields solutions wH'ich agree
with those of Ben-Menahem and Singh.34 Equations (I-5), however, are the most general solu-
tion to the point-source problem because they include all three possible source mechanisms.

Extended sources may be constructed by integrating these solutions over the source vdlume.

D. W, McCowan
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Fig.I-1. Short-period waveforms recorded at SRO stations. Each seismogram is identified
by station (A = AMNO, M = MAIO, G = GUMO), depth h (km), and distance A (deg). Maxi-
mum amplitude of signal is also given. Each seismogram is of 20-sec duration, centered at
arrival time predicted by J-B tables.
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II. SURFACE-WAVE STUDIES

A. AN EFFICIENT ALGORITHM FOR DETERMINING PHASE AND GROUP

VELOCITIES OF SURFACE SEISMIC WAVES

The method of bandpass filtering in the frequency domain has become a powerful tobl for
the determination of phase- and group-velocity plots of surface seismic waves. The original
seismic signal is first filtered to remove all frequencies except a narrow positive freq |ency
band centered about some frequency W The group arri.val time at frequency W, is then defined
as the time of maximum amplitude in the envelope of the complex filtered waveform, and the
phase velocity can be determined from the phase relationship at the time of maximum a;nplitude.
The process is repeated for several center frequencies spanning the range from approx:lmately
0.007 to 0.06 Hz to construct group- and phase-velocity curves. The method is particu]{arly
useful in situations when the signal is not well-dispersed, as in typical oceanic paths or short
continental paths, for in these cases a simple peak and trough method is impossible.1 -4‘

Since we have available to us an extensive database of high-quality digital SRO surface-
wave data, it would be worthwhile to construct group- and phase-velocity curves for a l}arge
number of paths, both continental and oceanic. The limitation of the method is that it rpquires
an excessive amount of computation time, and since we plan to run a large data set thrqugh the
processing, it is advantageous to reduce the computation time, if at all possible. Theriefore,
we have developed a slight modification to the original algorithm which results in a greater
than 10:1 savings in computation time. 1

In the original algorithm, the Fourier transform of the original waveform is multi;?lied by
the Fourier transform of the bandpass filter, and an inverse Fourier transform of the product
yields the filtered seismic signal. The FFT size must be large to obtain adequate freq‘llency
resolution. (We used a 2048-point FFT for data sampled at 2-sec intervals to obtain 0.00025-Hz
resolution.) The spectrum of the filter is zero everywhere except in a narrow band about W
We used the Gaussian filter suggested by Dziewonski:1

H(w) = exp{~a [(v - wc)/wC]Z}

where « is typically 50. However, our proposed modification is suitable for any narrow band-
pass filter.
) Since the spectrum of the filtered seismogram is zero outside of a narrow frequenc¢y range,
a considerable reduction in bandwidth can be achieved by simply shifting the spectrum by an
amount —-w, (Fig.II-1). A frequency shift of —w, is equivalent to multiplication of each‘ sample
s(n) of the time-domain signal by exp [—jwcnt], where t is the sampling interval. The advantage
of such a step is that the size of the IFFT can now be reduced to include only the nonzero sam-
ples near @, without effecting any loss of information. Whereas a 2048-point IFFT previously
was needed for each w,, now only a 128- or, at most, 256-point IFFT is needed. The large
forward FFT is computed only once, whereas the IFFT must be computed once for each center
frequency. We have found it necessary to include 75 center frequencies ‘in order to resolve
phase ambiguities; hence, the forward FFT time is insignificant by comparison.

The output of the modified Dziewonski algorithm is a signal with slowly varying amplitude

and slowly varying phase relationship (Fig. II-2). Group velocity is computed as:
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Ug =r/(delay + n_,t —

pk tinst)
where r is the great-circle distance between earthquake epicenter and receiver, delay is the
time between the event and the first sample of the seismogram, npkt is the time between the

origin and the peak amplitude in the filtered seismogram, and t, is the instrument time delay.

inst
The peak amplitude location is determined by matching a parabola to the three samples surround-

ing the peak and choosing the interpolated peak time as follows:

¥y = A(n—-1) - A(n) n = peak location
y3 = A(n + 1) — A(n) A(n) = amplitude at peak
(¥4 —¥3)
n 1 3

=N+ .
Pk 2(yy +¥3)

Figure II-3 shows a typical group-velocity curve for a well-dispersed continental path.

The computation of phase velocity is slightly more complicated. The phase at peak ampli-
tude in the original Dziewonski algorithm is defined approximately as (ignoring, for the moment,
instrument and source phase):

(oc(npk) = wcnpkt + w, e delay — kcr + 27i

where kc is the wavenumber corresponding to frequency W and 27i is an unknown number of
full cycles. In the modified algorithm, the first term, wcnpk , is removed by the frequency
shift of W and hence the equation is somewhat simplified. The first step is to compile a se-
quence of phase values corresponding to maximum envelope amplitude for 75 consecutive fre-
quéncies W Then, this sequence is unraveled to resolve ambiguities of 27 (made continuous)
and corrected for instrument response, and, if possible, source phase. Next, c(wc) is evalu-
ated at a low frequency for several values of i:

zpc(npk) =W, delay — kcr + 27l

w wcr wCr
c(w )= =— = = = = :
c kc kcr w - delay tpc(npk) * 27i

The first reasonable choice for i (e.g., velocity less than 4.6) is kept, and phase velocities are
then computed for all 75 frequencies using i, i + 1, and i + 2 to construct three possible phase-
velocity curves. The correct curve can then usually be selected by eye, given a knowledge of
what is reasonable (Fig. II-3). S. Seneff

B. GROUP-VELOCITY MEASUREMENTS ACROSS EURASIA FROM MASHAD SRO

During January-March 1976, some 100 events within or on the margins of Eurasia were
sufficiently well-recorded at Mashad SRO such that well-dispersed surface-wave trains were
observable. The wide dynamic range of the instrument is particularly well-suited to dispersion
studies since small events from regions of low seismicity produce usable data. The three-
component data have been rotated into the source azimuth and this, in general, produces good
separation of Love- and Rayleigh-wave radiation into the transverse and radial components.

To date, only the vertical (Rayleigh) component has been studied; in the future, we intend to
utilize the polarization properties of surface waves to reduce body-wave contamination.
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Figure II-4 shows the events to which Rayleigh-wave dispersion has been calculated from
Mashad. Many more events during the remainder of 1976, giving more complete coverage in
distance and azimuth, remain to be analyzed. A new adaption of the multiple-filtering tech-
nique5 (see Sec. A above), permitting rapid and simultaneous determination of group and phase
velocities, has been used to produce dispersion curves for these paths.

Although the phase-velocity resolution is much better than that in group velocity, the small-
ness of many of the events means that the crucial initial source phase is virtually impossible to
determine because of the difficulty of obtaining both source mechanism and depth. For pvents
in regions where the relative motion of the plates, and thus the dominant slip vector, is/ known
(such as the western boundary of the Pacific plate), it is possible to make an intelligent |guess
as to the source mechanism; but, within continental Asia, the variety of observed faulting even
within small source regions makes this very difficult. [

Figure II-5 shows group-velocity dispersion determined for some of the paths showh in
Fig.lI-4. By far, the most notable effect is that of the very thick low-velocity crust in fI‘ibet
and Western China, which lowers group velocities to below 3.0 km/sec even at periods of 40 to
50 sec. Dispersion to Siberia, Mongolia, and the Kuriles is somewhat faster than expected,
considering the varied tectonic regimes crossed. The highest group velocities are those to
Iceland and Svalbard in the north-west quadrant, crossing the Russian platform and Baltic
Shield.

Many more events remain to be analyzed, and when sufficient data have been obtaingd we
intend to carry out an inversion to determine gro'up velocity as a function of geographical posi-
tion within the region, without making any prior assumptions as to the connection betweén sur-
face geology and dispersion. R.G. North

C. GROUP-VELOCITY DISPERSION MEASUREMENTS AT NEAR-IN DISTANCES

Of the three commonly used methods for measuring the group-velocity dispersion ok a
wavetrain — instantaneous frequency analysis, narrowband filtering, and moving-window spec-
tral computation — only the latter is easily adaptable for use on compact waveforms. The in-
herent weakness in the moving-window method has always been obtaining adequate spectral
bandwidth from short segments of data. If the data sample is long, the computed spectrum is
characteristic of the whole window, and, if the data sample is short, it is difficult to resolve
low frequencies. However, recently, the addition of Maximum Entropy Spectral Analysis
(MZE:SA)6 to data-adaptive prediction-error i‘il’caring'7 offers a potentially valuable meang of
achieving adequate frequency resolution from short data windows. ‘

The method consists of computing the data-adaptive prediction-error operator using
Griffi'chs’7 formulation of the Widrow8 algorithm. This is basically the same algorithm hsed
for SP deconvolution studies reported in the previous two SATS. At specified group arr‘iival
times, the inverse of the prediction-error-operator spectrum is computed and contour-fplotted.
The advantage to using an adaptive filtering algorithm is that the data design the filter, fthus
allowing the filter to "track" variations in the data spectrum.

As examples of the method, group-velocity-dispersion curves were computed for two rela-
tively close-in events selected from our SRO data catalog. These data are particularly/well-
suited to dispersion computations because of their broad-band high-dynamic-range charjacter-
istics. The pertinent event information is given in Table II-1. The first event is one of the
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TABLE I1-1

PDE INFORMATION FOR THE TWO EVENTS USED IN THIS STUDY

Date Latitude "
Station (1976) Origin Time (°N) Longitude Depth Region b
ANMO 12 May 19:50:00. 2 37.2 116. 2°W 0 S. Nevada 4.9
MAIO 16 March 07:28:57. 6 27.3 55.1°E 33 S. Iran 5.4

few NTS explosions which did not overdrive the Albuquerque SRO. Rotated LP seismograms
are shown in Figs. I1-6 and II-7, respectively. A close examination of Fig.II-7 reveals the
fundamental and first higher Rayleigh-wave modes interfering on the LPZ component and the
barest hint of a higher Love-wave mode preceding the fundamental on the LPT component.

In processing these and other similar data, we found that the filter learning constant sug-
gested by Griffiths7 (¢ = 0.75) was optimum; it gave the best balance between slow adaptation
Best results were obtained by using a
As a

general rule, short filter lengths produced narrower contours but were less sensitive to longer

on the one hand and noisy performance on the other.
suite of filter lengths between 8 and 20 sec long where the data were sampled at 1 Hz.

periods than the long filters.

The results are presented in Figs. II-8 through II-10, which are group-velocity-dispersion
curves plotted to overlie the spectral-contour plots. Doubtful values are indicated by dashed
lines. No attempt was made to remove either the SRO instrument or source-group delays.
Since maximum values of this combined effect are less than 10 sec for the band indicated in the
plots, the group-delay error cannot be more than 0.01 km/sec. Both events were approximately
1000 km away from the respective SROs. Another possible analysis delay is due to the filter
learning response time. However, the examples run by Griffiths using the same learning con-
stant’ show that this is a negligible effect.

The results in Figs. II-8 through II-10 suggest that the two propagation paths, the Colorado
Plateau in the first case and Iranian Platform in the second, exhibit relatively low group veloci-
ties. Figure II-8 includes a comparison with the group-velocity dispersion from Model 72T
(see Ref. 9) appropriate to the Basin and Range geologic province. This comparison indicates
that the Colorado Plateau structure is significantly different than that for Model 72T. Other
investigators,10 using WWSSN LP recordings of the Rio Blanco explosion, have found that the
Colorado Plateau has a relatively thick crust (~40 to 45 km) for the Western U.S. underlain by
the usual low-velocity upper mantle. The group-velocity-dispersion curve in Fig. II-8 is quite

similar to one presented by Keller et .51_1.1 for the northern Colorado Plateau. It therefore lends
additional support for their conclusions.

Figures II-9 and II-10 are Rayleigh- and Love-wave group-velocity-dispersion curves for
.the Iranian Platform. In this case, it was possible to measure a Rayleigh-wave higher mode
and see, at least, the indication of a Love-wave higher mode. The high-resolution method was
used to advantage because the higher modes were intermingled with the fundamental modes.
Both fundamental modes exhibit extraordinarily low group velocities which can be compared
with the dispersion from the Gutenberg continent model also included in the figures. Such group

velocities would indicate an anomalously thick crust, possibly 50 to 60 km. This interpretation
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is consistent with the tectonic explanation that Iran is being compressed by the northward move-
ment of the Arabian lithospheric plate. D. W. McCowan

D. A RAYLEIGH-WAVE STRUCTURE FOR NOVAYA ZEMLYA

The sequence of large (presumed) explosions detonated in Novaya Zemlya“ generated un-
usually good Rayleigh-wave seismograms. A pair of these events, one from the northern and
the other from the southern test areas on Novaya Zemlya, recorded at ALPA were analyzed
using the single-station, two-event method due to Alexander.12 This analysis produced 3 phase-
velocity-dispersion curve appropriate to the source région. The pertinent information for the
two events is given in Table II-2.

TABLE [I-2

PDE INFORMATION FOR THE TWO NOVAYA ZEMLYA EVENTS
USED IN THIS STUDY

" Latitudel Longitude
Event Date Origin Time b (°N) (°€)
Northern 28 August 1972 05:59:57 6.3 73.3 55.1
Southern 2 November 1974 04:59:56 6.7 70.8 54.1

t These epicenters imply an event separation of 285 km.

The method consists of crosscorrelating the set of seismograms from one event with those -
from the other. Since these were array observations, the resulting set of crosscorrelations
from corresponding array elements was then averaged. If the following assumptions arg valid:

(1) The source region can be characterized By an average plane layered

structure;

(2) The Rayleigh waves from both events traverse a common path from the

nearer (northern) event to the receiver;
(3) Interference due to multipathing can be neglected;

(4) The source phase for the two events is either identical or, at least,
known; .

then the phase of the resulting cross spectrum will exhibit the phase-velocity dispersion|in the

source region, i.e.,
. wD
exp [—1 (Tw)] .

Here, D is the separation between the two events. .

Assumption (2) above is fortuitously met by this combination of events and station. [The
two events are almost perfectly lined up on a great-circle path which traverses the Arctic Ocean
and passes through ALPA. Because this path consists largely of an ocean basin, multipathing
effects can be expected to be small. However, as will be seen in the results, there wereminima
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TABLE 11-3
LAYER PARAMETERS FOR MODEL NZ1

Thickness P-Wave Velocity S-Wave Velocity Density
2.0 4.95 2.26 2.65
3.0 9. D, 2.73 2,70
5.0 6.00 3.03 2.75
5.0 6.00 3.05 2.75
5.0 6.20 3.35 2.80

10.0 6.78 3.97 2,85
10.0 6.78 3.97 2.85
10.0 6.78 3.89 2.85
10.0 799 4,33 3.25
15.0 8.10 4.29 3.25
20.0 8.10 4,27 3.25
20.0 8.20 4.39 3.28
40.0 8.20 4.52 3.30
60.0 8.20 4.59 3.31
100. 0 8.20 4.60 3.32
0 8.40 4,67 3.37
TABLE 11-4
DATA AND COMPUTED VALUES FROM MODEL NZ1

Period Observed C(T) Computed C(T) Computed U(T)

51.08 3.83 3.85 3.45

42.70 3.75 3.77 3.35

36. 49 3.69 3.69 3.24

31.93 3.63 3.62 3.15

28.38 3.56 3.56 3.07

25,54 3.50 3.49 2,99

23.22 3.45 3.44 2.92

21.28 3.39 3.38 2.84

18.24 3.28 3.28 2.70
15.96 3.18 3.18 2.57
14.19 3.09 3.9 2.48
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in the cross-power spectrum which may have been caused by multipathing. Since there fis prac-
tically no available information in the open literature on the crustal structure of Novaya|Zemlya,
it is impossible to know a priori whether or not assumption (1) is met. Instead, the spirit of

this experiment is to postulate it as being true, and see whether or not the results are rleason-
able. We have also assumed that, both events being presumed explosions, they will have iden-
tical source phases. However, the possibility exists that either event could have triggered
tectonic stress release which would add an earthquake-like source phase to the spectra.

The results are shown in Fig.1I-11. The data points are plotted as small dots with a
smooth curve drawn through them in the lower graph. The upper graph is a plot of the J.Lelative
power in the averaged cross spectrum. As can be seen, there is a pronounced minimum near
the 22-sec period; this corresponds to a dip in the measured phase velocities. Two other areas
of erratic phase velocity are at the 17- and 30-sec periods, respectively. The former o{f these
corresponds to another minimum in the relative power of the latter to a hump-like sidé lobe
above the main peak. We did not consider any of these phase-velocity fluctuations tg be
significant.

The X's in the lower graph are computed phase velocities from the model given inf Ta-
ble II-3. The data, as well as the computed phase and group velocities, are given in Tahle II-4
where one can see that the rms error of the fit to the phase-velocity data is approximately
0.01 km/sec. This model was obtained by using the stochastic inverse method applied to
surface-wave-dispersion data.13 }

The model is characterized by a 50-km-thick crust and a slight shear-wave low-veiOCity
zone in the lower mantle. The latter is probably an artifact of the inversion process, since
lower bounds on the standard deviations of the model parameters exceed this dip. The $0-km-
thick crust is the result of several attempts at data inversion. It minimizes extreme oscilla-
tions in adjacent layer parameters. This model is not offered as a unique solution, as it is
well known that surface-dispersion data, band-limited and for only the fundamental modge, can-
not determine a unique structure. Furthermore, differential model parameter changes ;within
the averaging kernels produced by the stochastic inversion method agree equally well with the
data within its observational errors. We only offer this as a plausible model that fits oq'u- lim-
ited data.

The 50-km-thick crust of Model NZ1 is consistent with the explanation that Novaya Zemlya
is a northern extension of the Ural mountains. Kosminskaya et &14 present results for Russian
crustal structures determined by "Deep Seismic Sounding" (DSS). In particular, their ]%"ig. 11
is a contour map of Moho depth for the whole Soviet Union. The Ural mountain belt, which gen-
erally lies along the 60°E longitude meridian, is pictured as having a 45-km-thick crust. Un-
fortunately, none of their profiles are appropriate to Novaya Zemlya; however, the P-wave
velocity structure of our model is similar to that for their Ukranian Shield profile.

D. W. McCowan

P. Glovert
S.S. Alexandert

T Pennsylvania State University, University Park, PA.
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E. PURE PATH DISPERSION OF OVERTONES OF SURFACE WAVES

Most of the inferences with respect to the differences between the continental and oceanic
mantle have been made through interpretation of "pure path" dispersion of mantle waves.is'”
As the resolving power of these data becomes poor for depths greater than 300 km, the details
of the models below this level are rather arbitrary and it has been shown that they are unnec-
essary to explain the observations. One of the ways to increase the overall resolution of the
upper-mantle structure would be to obtain reliable measurements of dispersion of overtones
to periods as short as 20 sec.

Figure II-12 is meant to illustrate this point. Models 1066A and 1066B of Gilbert and
Dziewonski18 give an equally good fit to the normal-mode data, even though their upper-mantle
structures differ significantly in detail; model B has abrupt discontinuities, while model A is
smooth. Group velocities for the fundamental mode are practically identical for periods
greater than 100 sec; for shorter periods, the discrepancies are caused by differences in the
details of crustal structures. Yet the dispersion curves for the fourth and sixth overtones
are sigrificantly (5 to 7 percent) different in the range of phase velocities that correspond to the
turning point between 300 and 700 km depth. It is clear that if precise group velocity data were
available, much more could be said about the actual structure of the upper mantle. At the same
time, Fig.II-12 illustrates the fact that such measurements could not be made using individual
recordings, as there are multiple intersections of group velocity curves where dispersion
could not be resolved by the frequency-time analysis.

Initial progress in the development of techniques of mode separation has been made by
Forsyth19 and Noletzo’21
separation. The procedure outlined here is different in several aspects from those applied
previously.

who have used the "stacking" approach in order to achieve mode

(1) Having a regional network of seismographs (for example, WWSSN sta-
tions in Western Europe) and a given location of the source and its source
mechanism, we compute synthetic seismograms for the first orbit (R1)
for each overtone whose dispersion is to be measured; this should be
done for each of the stations in the array; the main elements of the theory
have been described by Gilbert.22 The synthetic spectrum of the nth over-

tone is

w) = é.(g,r

w(r, r
n*(--' i

exp [~ o(w) - A/nu(w)] .

i

a
0 @)= @) n o @) fjw)

Lo

where r is the position of the receiver in the epicentral coordinate sys-
tem, r, is the radius of the source, a is the Earth's radius, n¢ (w) is the
attenuation factor (¢ = w/2Q), A is the epicentral distance, nu(w) is
the group velocity, nAi(x’ ros w) are analogous to those in Gilbert and
Dziewonski's1 expressions (2.1.30) for spheroidal modes and (2.1.31)
for toroidal modes, with the functions le(e) replaced by those in Eq. (21)
of Gilbert;22 fi(w) are the spectra of the six independent components of
the moment rate tensor.
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(2) Compute the stack of crosscorrelograms between the actual recordings
(sj, where j is the index of a station within the array) and the synthetic

seismogram for a given overtone (nwj). The spectrum of such a stack is

nr(w) = Z sj(w) nwj(w)
J
where the bar denotes the complex conjugate. This process can be re-
peated for any number of events from roughly the same source region.

(3) Measure differential group- and phase-velocity dispersion using the

"residual dispersion method" of Dziewonski et a_l.23

Figures II-13(a-p) show results of a synthetic experiment in which an attempt was 1!'nade to
isolate the energy associated with individual overtones using an earthquake in Japan (49}05°N,
153.6°E, depth 135 km) and 15 WWSSN stations: AQU, ATU, COP, ESK, HLW, IST, JERI, KEV,
KON, MAL, NUR, PTO, STU, TOL, and UPP. The observed seismograms were simulated
by superposition of fundamental Rayleigh and Love modes and their first seven overtopes.
The period range of the analysis extended from 20 to 500 sec. The retrieved signal for the
fundamental Rayleigh mode is nearly perfect; in all remaining cases, we note various degrees
of interference with other modes. By proper windowing and truncation, it should be po#sible
to recover most of the information for 1S!; 3
frequency energy (the third overtone is continuous with the second after intersection wiQh the

S, /Zsf seems to be mostly disturbed by alhigh-

core-mantle boundary Stoneley branch). The same is true of Ssl /4Si; 651 /551 is quite Eood,
but .S, /6sf and ¢S, /781 might not yield reliable results. Of the toroidal modes, probably
1Tl has the best signal-to-noise ratio, but several others should also prove useful. :

We would like to point out that these results are for a single source. If several solirces
with slightly different locations were used, the phase-equalization procedure would always
lead to reinforcement of the signal of interest, while other modes having different phasfe-arrival
times would tend to cancel.

The method can be applied to investigate purely continental paths under the Eurasii and,
for example, oceanic paths under the Pacific using an array of stations in western United States
and Canada. Also, stations in the eastern United States and Canada could be used to sthy dis-
persion from suitably located events on the Mid-Atlantic Ridge, and European stations would
have a purely oceanic path for the events in the Caribbean. :

If these studies are successful, and there is every indication that they should be, it would
be very desirable to apply a relocatable network of broadband digital instruments for tlj]e spe-

cific purpose of investigating the multimode surface-wave dispersion along selected paﬂhs.
|
T. A. Chout

A. M. Dziewonski l

}

t Department of Geological Sciences, Harvard University, Cambridge, MA 02138.
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Fig.II-8. Rayleigh-wave group-velocity
dispersion for 12 May 1976 NTS explo-
sion. Also included for comparison is

dispersion for Model 72T appropriate to

Basin and Range structure.
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Fig. 1-10. Love-wave group-velocity
dispersion for 16 March 1976 Southern
Iran earthquake.

Fig. I-12. Comparison of group-velocity-
dispersion curves for several overtones of
Love waves computed for earth models
1066A and 1066B (Ref. 18).
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15 European WWSSN stations.
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III. MAGNITUDE, YIELD, AND ENERGY

A. AZIMUTHAL P-WAVE AMPLITUDE VARIATIONS FROM LARGE EXPLOSIONS

In recent years, increasiﬁg use has been made of body phase amplitudes to constrain source
and structure models. These constraints often are applied with the barest understanding of am-
plitude variations from the effects of anelasticity and scattering. These effects are difficult to
measure independently; at best, both effects are lumped together by assigning an effective Q
or t* to the particular ray path.

Teleseismic signals in the band pass of SP instruments vary by a factor of 4 global{y due to
the effects of station bias (Northi). In some regions, these biases change dramaticallyjover dis-
tances that are short on a telescismic scale, e.g., the station BKS at Berkeley, Califorbia and
TFO in Arizona which have an arc separation of about 6° and have biases of +0.18 and —0.33,
respectively, in units of log (A/T). The equivalent amplitude differences are about a fa{ctor of
3 for signals of about 1-sec period. Presumably similar differences would occur over fhorter
distances if stations were more densely distributed. l

Nor‘th1 showed that my biases and the regional tectonic setting are correlated, but that
there is little azimuthal variation in these biases for a given region or for a given station. Yet
azimuthal variation related to near-source effects is well-known from studies of SP si'Lnals
from explosions2 and from earthquakes, particularly those in island arc regions.3 f

We have begun a study of the amplitude variation of P waves as a function of azimdth with
LP amplitudes from two explosions: Cannikin in Amchitka Island [Fig. lII-1(a)!, and oné in
Novaya Zemlya [Fig. III-1(b)]. The LP amplitudes are particularly useful for this study because
the signal is simple, e.g., see Frasier, Sec. H below. As a result, the chance of reading errors

rthis
work is to separate the gross effects of scattering, including focusing and defocusing, from

is minimized and the formal modeling of these waveforms is encouraged. The object o

those of anelasticity and thus to measure the real t* for the earth. Explosions are preferred
to earthquakes for this work because, ideally, explosions radiate seismic energy unifolmly,
although some deviation from uniformity may result from the release of tectonic strain|

Figure III-1(a) shows that P waves from Cannikin arrive at European and extreme|eastern
North American stations with amplitudes diminished by a factor of 2 to 3 from the average
amplitude recorded elsewhere (about 7 p normalized to an arc distance of 60°). This :Limuthal
variation can be explained by defocusing of signals that pass through the seismic zone ihclined
from the Aleutian Arc. Three-dimensional ray tracing by Jacob4 has shown that body ﬁshases
recorded at European stations from the Amchitka explosion, Longshot, will travel throhgh the
slab and show negative travel-time residuals. We intend to quantify this amplitude effgct in
the future.

The smaller-magnitude Novaya Zemlya explosion shows no broad amplitude variatjon com-
parable with the Cannikin signals; however, amplitudes recorded in the Middle East over an
azimuth window of about 20° are larger than a mean amplitude for this event by about a| factor
of 2. In the middle of this window are two stations, AAE and NAI, near the East African rift
that recorded low amplitudes. The azimuth window corresponding to stations in the Western
United States as far east as Texas is also characterized by low amplitudes. These observations
are consistent with Nor‘th's1 study in that stations near the rift and those in the Wester‘l United
States show my biases equivalent to amplitude diminutions of 60 and 40 percent, respegtively.

T.J. Fitch ‘
C.W. Frasier J
}
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B. SEISMIC SCALING INFORMATION FROM SRO DATA

Seismic Scaling Laws are of great importance to discrimination since determination of the
correct law would allow one to predict Ms-mb, MS-Moment, and ev%n mb-l\loment relations for
earthquakes and explosions. Unfortunately, as has been pointed out,” measurements of magni-
tude and moment are often insufficiently precise, primarily because of our lack of knowledge
about source mechanism (as opposed to size) and propagation effects, to enable the various laws
proposed to be tested. A powerful way of testing these laws is to compare spectral ratios of
events of different sizes, but from the same source region,with model Predictions. The SRO
stations, with their large dynamic range and high digital-data quality, are particularly well-
suited to the calculation of spectral ratios, and we describe here the collection and preliminary
analysis of a unique data set for this purpose. .

On 21 January 1976, a large earthquake occurred in the southern Kurile Islands. During
the following 20 days, some 120 aftershocks of this event were located by the USGS. Both sur-
face and body waves from most of these events were well-recorded at Mashad SRO: the two
other SROs installed at the time were either out of operation (Albuquerque) or of poor data qual-
ity (Guam). All the aftershocks reported have been relocated using a master-event technique,
with the main shock as the master: use of this method considerably reduces the aftershock area
(Fig. III-2). A remarkable feature of this sequence is the number of depth phases reported: for
over 60 percent of the events, three or more (pP-P) times constrain the depth to 45 to 55 km.

We thus have a set of events covering a large range of magnitude, located within a very
small area, and well-recorded at Mashad SRO. The chief remaining uncertainty is that of the
source mechanism: most of the events were too small for first motion tobe observable on WWSSN
seismograms. Those which are identifiable show only compression, probably indicating faulting
of thrust type, which is consistent with the tectonics of this area. Perhaps the most convincing
evidence of a uniform fault plane orientation for these events is the remarkably similar nature
of all the short-period P waveforms recorded at Mashad.

Figure 11I-3 shows vertical-component Rayleigh-wave trains from five of the Kurile events,
as recorded at Mashad SRO. Records (a) and (e) are contaminated by surface waves from smaller
events in the same source region. This figure dramatically illustrates the dynamic range of the
SRO recording system: peak-to-peak Airy phase amplitudes corrected for instrument response,
range from 720 p (a) to 0.36 p (e), corresponding to Ms = 7.6 and 4.2, respectively. We plan
eventually to utilize sophisticated filtering techniques, such as polarization filtering (see
Sec.IV-D of this report) and time variable filtering based on the easily measurable group-
velocity-dispersion characteristics of the path to improve signal-to-noise ratios and eliminate
contaminating wave trains from sources in the same region or elsewhere.

Figure III-4 shows amplitude spectra of events (a) through (d) of Fig.III-3. The spectra
are calculated from exactly the same time window in each case; thus, the only difference be-
tween them should be caused by seismic scaling effects. The effects of the source mechanism,
propagation path, and instrument should be identical. Events (a) through (d) are of Ms = 7.6,
6.6, 5.6, and 4.6, respectively. The w? law of Aki6 predicts that these Ms values correspond
to Mo =4 X 1027, 3.5 X 1025, 2 X 1024, and 1.8 X 1023 dyn-cm and corner periods tc =105, 30,
10, and 2 sec, respectively. Thus, within the period range over which we have calculated the
spectra, we would expect to see significant changes in spectral shape over the magnitude range

considered.

42




Figure III-5 shows spectral ratios of events (a/b), (b/c), and (a/c) calculated at périods
of 10, 20, 50 and 100 sec (crosses). The solid line shown is the spectral ratio predictid by the
wz model. At the shorter periods of 10 and 20 sec, the agreement between observatioﬁ and
theory is quite good, but both the ratios involving event (a) are considerably less than predicted
at the longer periods.

These data do not therefore satisfy the w? law: we intend to investigate other scaling laws

1 3

(such as those involving w " and w ° falloff above the corner frequency) and to improv? the

quality of the spectra obtained. R.G. North
C.W. Frasier

C. A RAPID AND INEXPENSIVE PROCEDURE FOR MEASURING

THE RESPONSE OF THE WWSSN SP INSTRUMENT

As installed, the WWSSN SP recording system provides for a "weight lift" calibration pulse.
Unfortunately, at the operating drum speed, the pulse cannot be resolved in time. In fact, it is
difficult to see at all. Consequently, the preferred calibration procedure recommendel by the
manufacturer (Geotech) is to drive the calibration coil with AC currents and measure the am-
plitude and phase delay of the resulting output relative to the input current. To do this properly
requires electronic equipment. Alternatively, the seismometer can be removed and nmounted
on a shake table where its amplitude and phase responses can be measured relative to fthe de-
flection of the table. While this latter procedure eliminates all seismic noise from the} response
measurement, it too requires specialized equipment. By far, the simplest procedure fis to
speed up the drum to resolve the calibration pulse. Then it can be Fourier analyzed in much
the same manner as are the LP calibration pulses. We present here a relatively simple means
of doing this with a geared-down electric motor.

The motor and pulley arrangement is shown in Fig. III-6. The Bodine motor has a 10-rpm
reduction drive which generates 72 in.-oz of torque. In our experiment, the high torqye was a
useful feature because of friction in the recording drum drive system. To this motor was added
a 2-in.-diameter pulley with an O ring to improve traction. The resulting recording rate was
therefore approximately 1 in./sec.

We are indebted to the Weston Seismic Observatory (particularly Mr. R. O. Ahner)|for allow-
ing us to try out our procedure on their SPZ recorder during a record-changing sessian. In
all, we recorded 11 calibration pulses with roughly an even mix of both polarities, of which 10
were usable. These were then hand-digitized on our Bendix digitizer at approximatelﬁ 28-Hz
sampling rate. The 10 sets of digital data were then phaseless low-pass filtered and rlesampled
at 20 Hz. Each trace was aligned by eye and summed to produce the pulse shown in Fig. ITII-7.
The measured overshoot ratio is approximately 12 to 1.

The seismometer used in the WWSSN SP system is a variable reluctance Benioff instrument.
As such, the well-known Hagiwara7 formulation of the system response is inappropriaFe because
the inductance of the seismometer has been neglected. The correct form of the equatiPns has
been derived by Chakrabarty and Choudhury8 and, when applied to the WWSSN SP system, pre-
dicts noticeably different amplitude and phase responses than zero-inductance approximations.
In particular, the phase varies over 5r/2 rad from DC to infinite frequency as opposec’ to 27 rad
in zero-inductance systems.9 The installed overshoot ratio for the WWSSN SP systém is
supposed to be 17 to 1. I
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Amplitude and phase spectra computed from the calibration pulse in Fig. III-7 are shown
in Figs. III-8 and III-9, respectively. The amplitude response is usable, with some smoothing,
from DC to 5 Hz but the phase response is well-determined only between DC and 3 Hz. The
discrepancy in usable bandwidths is explainable in terms of the fiducial phase delay of the pulse.
Since the sampling frequency is 20 Hz, the phase error due to a starting-time error of 1/40 sec
(half the sampling interval) at 3 Hz is approximately 0.5 rad. The amplitude response is inde-
pendent of this effect. The DC phase-angle asymptote of —37/2 rad predicted by the theory is
supported by the results in Fig. III-9. Unfortunately, due to the limited bandwidth of the experi-
ment, it is not possible to verify a high-frequency asymptote of +r rad. Judging from the mea-
sured overshoot ratio, this particular system appears to be underdamped relative to the speci-
fication. Whether or not the actual system parameters can be obtained through analysis of these
measurements, as Mitchell and Landismanio have done for WWSSN LP systems, remains to be
seen. We have merely demonstrated that it is feasible to run the recording drum faster and
record accurate calibration pulses.

D.W. McCowan
L. E. Sargent

D. ESTIMATION OF STATION DETECTION CHARACTERISTICS

FROM BULLETIN DATA

In the previous SATS!! a study was described in which a maximum-likelihood method was
used to determine the station detection parameters for a set of 72 stations, using data from the
Bulletin of the International Seismological Center (ISC) for the years 1964 through 1973.

The present investigation is a continuation of the earlier one, and is aimed at refining the
methods that can be used to extract detection parameters from these kind of data. Particular
emphasis has been placed on documenting temporal changes in the detection threshold of some
existing stations, on examining log A/T thresholds as compared with magnitude thresholds, on
obtaining further information about the seismicity parameter B8, and on the inclusion of satura-
tion thresholds.

First, a pass was made through the 10 years of ISC data, and counts of log A/T values were
extracted for each of the years for the 72 stations listed by North (see p. 2 in Ref. 11). Com-
parison of yearly plots of frequency against log A/T revealed substantial variations of detection
characteristics with time. In a few cases, this was attributable to changes in station magnifi-
cation. However, in most instances the variations had no obvious explanation, and were pre-
sumed to be due to variable operator performance. Only 12 of the 72 stations were consistent
enough that all 10 years of data could be used in the determination of detection parameters, and
about 20 of the stations showed such erratic behavior that they were not usable. In the remain-
ing cases, portions of the catalog were used during which the stations were relatively consistent.
The lengths of these portions generally lie in the range 4 to 6 years.

Frequency against log A/T plots are shown for three good stations in Figs. III-10(a), (b),
and (c). A typical feature of all these plots is an extremely linear segment which is interpreted
as being due to background seismicity. These straight segments were extended in both direc-
tions, and used to estimate the 50-percent detection threshold GD and its associated spread YD
and the 50-percent saturation threshold GS and its spread Yse These parameters, together
with the station biases estimated by North11 are listed in Table III-1 for a particular subset

of 30 stations.




DETECTION AND SATURATION PARAMETERS FOR A SET OF

TABLE [11-1

(Biases from North! )}

30 STATIONS

Station Bias GD D GS Ys
ALQ -0.20 1.02 0.30 2.7 0.3
BMO -0.29 0.28 0.30 8.1 0.3
BNS +0.20 1.61 0.30 3.4 0.2
BOZ -0.06 0.98 0.33 283 0.2
CAN -0.02 1.57 0.40 3.2 0.2
CLL +0.20 1.30 0.25 3.1 0.3
coL +0.01 1.00 0.30 3.0 0.3
CPO —0.07 0.87 0.25 3.4 0.4
EDM +0.37 1.63 0.20 3.0 0.2
EKA 0.00 1.12 0.40 2.5 0.3
EUR -0.24 0.67 0.40 2.3 0.4
GiL ~0.04 0.97 0.45 2.9 0.2
HYB +0.19 1.62 0.35 3.3 0.3
KHC +0.10 1.20 0.25 2.9 0.2
KON +0,07 1.36 0.30 2.7 0.2
LON -0.30 1.13 0.30 2.9 0.2
LPS +0.04 1.20 0.25 2.9 0.4
MUN +0.15 1.61 0.30 3.1 0.2
NDI +0.33 1.77 0.40 3.0 0.2
NEW +0.,05 1.23 0.35 2.6 0.2
NOR -0.14 1.02 0.28 289 0.4
PMR ~0.08 1.03 0.33 3.4 0.2
PNT +0.13 1.40 0.30 2.8 0.2
POO +0.17 1.54 0.25 2.8 0.2
PRU +0.,04 1.25 0.20 3.1 0.2
SJG +0.24 1.46 0.35 3.1 0.2
TFO -0.32 0.26 0.50 3.0 0.3
TuC -0.14 1.21 0.30 259 0.2
uBO -0.11 0.45 0.50 3.1 0.3
WMO -0.17 0.41 0.23 2.7 0.5
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The slopes of the straight portions of these plots showed some significant variations. Ap-
proximately half the stations studied contained slopes that were extremely close to 1.00. These
included all stations in the U.S., Alaska, and Canada, together with most stations in India and
Australia. On the other hand, with occasional isolated exceptions, stations in Africa had slopes
in the range 1.10 to 1.20, while stations in Scandinavia, Europe, and Greenland (19 stations)
had slopes in the range 1.20 to 1.30. An example of one of these is shown in Fig. III-10(c).
These very interesting observations are being investigated further. The stations listed in
Table III-1 all were consistent, with a seismicity slope of 1.00. '

One possible explanation of these slope variations is that they are due to the inclusion of
all events detected by the station, regardless of distance and depth. This might result in un-
usual emphasis of certain portions of the local spatial distribution of seismicity. To test this,
another pass was made through the ISC catalog, this time retaining only events in the distance
range 30° to 90°, and recording the station my value (i.e. including distance-depth corrections).
The frequency-station my plots for the same three stations in Figs. III-10(a-c) are shown in
Figs.III-11(a), (b) and (c). Although there is a slight increase in the scatter of the data points,
the general agreement of these plots with the log A/T plots in Fig. III-10 is excellent. The
slopes of the linear portions agree within the scatter of the data, and detection and saturation
thresholds are consistent. There is a suggestion that the detection curves for station my do
not fall off as fast, at low magnitudes, as those for log A/T. This is unexplained at present.

Preliminary conclusions from this experiment are that Bulletin data can be used directly
in the determination of station operating characteristics and station detection and saturation
parameters. No explanation has yet been found for the strong variation in the seismicity pa-
rameter observed in different areas. In view of the shapes of many of the frequency-station
magnitude plots, the maximum-likelihood method described earlier“ may lead to unreliable
results.

M. A. Chinnery
J. C. Johnston

E. COMPUTER SIMULATION OF NETWORK PERFORMANCE

The 30 stations which are listed along with their detection and saturation parameters in
Table III-1 can be viewed as a model of a global network. The catalog simulation program de-
scribed in the previous SATS“ has been adapted to include saturation parameters, and it has
been used to generate several artificial earthquake catalogs using these parameters. A value
of 3.8 has been added to all thresholds to simulate a typical distance-depth correction: this
allows the catalogs to simulate magnitude determination.

Events input to the program, based on a pseudorandom number generator subroutine, are
constrained to have a probability distribution of the form log N = a + bm, with the parameter
b = 1.00. The actual distribution of these events for a catalog with 15,000 detected events is
shown in Fig. III-12. Detections at each station are generated according to the detection prob-
ability curve at the station, and at least 3 station detections are required before a network de-
tection is declared. The distribution of network-detected events is also shown in Fig. III-12 as
a function of the true (input) magnitudes. The 50-percent detection threshold for the network
is 4.35, and its 50-percent saturation threshold is about 7.07.

One interesting aspect of Fig. III-12 is the sharpness of the falloffs in detections at both
low and high magnitudes. The effective y for both detection and saturation is less than 0.2,
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i.e., smaller than any of the y's for the individual stations. This is interpreted as being a re-

sult of the requirement that 3 station detections are necessary before an event is declar‘ed as

The artificial catalog may also be used to compare true event magnitudes with network

a network detection. This unexpected result is being investigated further.

magnitudes estimated in the usual way, by simply averaging the station magnitudes from those
stations detecting the events, without regard to station bias. Figure III-13 shows incr:;\ental
plots of frequency against true magnitude and network average magnitude. Notice the wide dif-
ference in these plots at low magnitudes.

The problem of bias in network average magnitudes is illustrated more clearly by FJ'ig. 11-14
which plots average values of magnitudes as a function of true magnitude. The upper magnitude
limit behaves as expected; since stations receiving larger-than-average station magnitudes
from an event saturate, the network average is biased smaller than the true magnitude. | At low
magnitudes, the network average magnitude is expected to be larger than the true magnitude.
However, the opposite is observed, and this is attributed to. the negative biases of the sﬁlations
with the lowest detection thresholds (namely the VELA arrays BMO, TFO, UBO, and WMO,
all in the Western U.S.).

The latter observation is likely to apply to both the ISC catalog and the USGS catalog of
global earthquakes, at least for events within the teleseismic range (30° to 90°) from the West-
ern U.S., which includes much of the Pacific earthquake belt. These same stations have! the low-
est detection threshold of all stations reporting to these catalogs. We therefore infer that the ap-
parent detection threshold of these global networks may be several tenths of a mag‘nitud% unit
too low. Further applications of computer simulations to the study of global network pe{rfor-

mance are continuing. M. A. Chinnery |

F. AN APPLICATION OF THE ENERGY-MOMENT TENSOR RELATION

TO ESTIMATION OF SEISMIC ENERGY RADIATED BY LINE SOURCES

In a previous SATS,“ we computed total radiated seismic energies for point-source models
of the 1960 Chilean and 1964 Alaskan earthquakes. The expressions derived for the cages of
three different source time functions are:

1

==IN2
L M:S_(r )|
E-= % Z_, n ; (Step) (I11I-1a)
F w
n n n
M_:S (r )| rsin(w_T/2)
. 1 l o"'n'"s n )
Br2l F w? [ w T/2 ] {(ramp) (I1I-1b)
n nn
= f
1 |M0:Sn(r's)|2 r2cos (wnT/Z) 2 .
2= Z 3 2 2 (half sine wave) . (II1-1c¢)
F w 7° - w’T
n nn n

Here we show how to extend these results to a source model consisting of a finite propagating
line source.
Dziewonski and Romanowicz (Sec. IV-E of this report) derived expressions for exc&tation of
normal modes by a line source that may be approximated by a fragment of a great circ]e, of
!
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angular extent ¢, connecting the beginning and the end points of the fault. They employed a
specific rotation of the spherical coordinate system, first suggested in a different context by
Backus.12 Upon rotation, the fault represents a fraction of the equator where the origin point
has a colatitude /2, longitude 0, and the end point is at 7/2¢. Assuming that the source
mechanism does not change during the process of rupture, the expression for the spectral am-

plitude of a particular normal mode k is

A +
. Cylw) o m
Blew =~ L gm0 4w (111-2)
w
k"k m=-1

where Ck(w) is the resonance curve and

sin y -iy
e ™ (111-32)

@) = M@, 7/2) -
m

If the moment release along the source line changes as (7/2%) sin(nr¢/®), then the excita-

tion function is

2 )
- ) T COoS R LT
M w) = M (w)S (r ,7f2) 0 ——— e . (I1I-3b)
k Rk 2 4y 2

m

Motw) is the spectrum of the moment rate tensor of the equivalent point source. Most fre-
quently it is represented by a constant Mo(w) = I}jo (cf. Kanamori“), but it coulzd be modeled to
include the effect of the finite fault width, which would lead to an asymptotic w ~ decrease in
amplitudes at high frequencies (Aki14).

§l:n(r 7/2) is the strain tensor at coordmates (r ,7/2,0), where r, is the constant source
radius (depth). The expressions for S = & (r 7r/2) can be found in Gllbert and DZ1ewonsk1
[Eq.(2.1.19) for the spheroidal modes, and Eq.(2. 1 20) for the toroidal modes].

Note that, for ¢ =
m 20 +1 (E—rn)']i/Z m

% @T+m) ©) (I11-4)

Mo, ¢) = x,T®©) = (-1)

computations of le for & = /2 are particularly efficient.

The term
siny -iy
me, m (111-5)
Xm
where
w, r
oL g xo .
Xm = 2 <I>( = +m) (III-6)

is analogous to the directivity term of Ben-Menahem16 [Eq.(2-19)]. Dziewonski and Romanowicz
discuss this analogy in some detail in Sec. IV-E of this report.
Thus, the expression for the kinetic energy of the kth mode excited by a propagating fault is

+4

5 2 . 2 2
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and for a modulated line source:

L

T cosy

1 —

E =3 Y lMo(w)zslzn(ro,w/Z)F(z“Tm) . (I1I-7b)
m=-f LA

It is obvious that when the fault length approaches zero, the expression above becomes
identical to Eq. (III-1a); also, when ¢ - 0, d)ro/v = T, this expression is identical to Ef.(III-1b).
Similarly, application of Eq. (III-7b) will lead to Eq. (Ill-1c) under these conditions. Ndte that

|

teo
%( ICplw)dw =1 (111-8)

thus, the kinetic energy of a mode is independent of attenuation.
The results for a modulated line source are presented in Table III-2 and in Figs. IIF-iS
to III-17. Our choice of the model has been dictated by its asymptote w_z amplitude behavior
at high frequencies, cf. Eq. (III-3b), in agreement with Aki.14 These are all for the 1960 Chilean
earthquake using Plafker and Savage's17 fault-plane solution with the line source at 79.4-km
depth. Table III-2 lists the cumulative energy in the toroidal modes for a variety of fanlt-length
and rupture-velocity combinations. Thus, one can see here the effects of three experiments:
(1) changing the fault length with a constant rupture velocity (3.5 km/sec); (2) changing|the rup-
ture velocity with a constant fault length (800 km); and (3) changing the fault length and rupture
velocity but keeping the ratio constant (180 sec). The most rapid variation in the energy values
given in Table III-2 occurs when the rupture velocity is comparatively high: 3.5 to 4.0 h(m/sec.
Figures III-15 to III-17 show typical toroidal-energy spectral distributions from the three
above-mentioned experiments. In particular, Fig.III-15 results from a low rupture velocity
(2.0 km/sec). There the spectral dropoff rate is similar to the half-sine-wave point séurce,
but the scallops in the power envelope are not as prominent. Figure III-16 shows the results
from a high rupture velocity (4.0 km/sec). These are similar to those for a step~func¢ion point

source. This is explained by the fact that a moving source radiates energy most efficiently in

its direction of travel, and is spectrally enhanced at high frequencies by the Doppler e%fect.
Seen from the front, where the radiated energy is concentrated, it would appear as a sl‘tep-
function point source. Finally, Fig.III-17 shows the results from intermediate values|of fault
length and rupture velocity. Here, the energy distribution is smooth with a peak near the
160-sec period. The distribution also drops off cleanly above this peak.

Results for the line-source model with finite rupture velocity do not substantially Flter our
previous conclusions. In particular, the cumulative toroidal energy which we computed for the
1960 Chilean earthquake using the fault-length and rupture-velocity values estimated b’y Kanamori
and Cipa::-18 (800 and 3.5 km/sec) is 9.1 X 1023 ergs. This corresponds to a half-sinetwave
point-source duration of 140 sec, which is very close to that value obtained when the spurce du-
ration was adjusted to give the reported Ms value. We can therefore conclude that, for the 1960
Chilean earthquake, both point- and line-source models give energies in good agreement with
the Gutenberg-Richter relation.

The principal difference between the point- and line-source results is in the shape of the
power spectrum envelope. Going to a more realistic finite source with a propagating rupture
gives a smoother power spectrum. However, increasing the rupture velocity to 4.0 kmi/sec from
3.5 km/sec produces an unacceptable envelope shape which, in our frequency band, regsembles
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TABLE I11-2

TOTAL TOROIDAL ENERGY FOR THE 1960 CHILEAN EARTHQUAKE
AS A FUNCTION OF FAULT LENGTH AND RUPTURE VELOCITY

Toroidal Energy Fault Length Rupture Velocity Ratio
(erg) (km) (km/sec) (sec)
8.96 x 1024 200.0 3.5 57.1
3.98 % 1024 400.0 3.5 114.3
1.85% 102 600.0 3.5 171.4
9.10X 102 800.0 3.5 228.6
4.84%10%° 1000.0 3.5 285.7
1.09 %1023 800.0 2.0 400.0
1.09 % 102 800.0 2.5 320.0
3.07 % 102 800.0 3.0 266.7
9.10X 102 800.0 3.5 228.6
2.51 X 1024 800.0 4.0 200.0
3.01 X 102 7.2 0.04 180.0
2.70% 102 36.0 0.2 180.0
2.74 % 102 72.0 0.4 180.0
4.48% 105 360.0 2.0 180.0
2.96 % 1024 720.0 4.0 180.0

t Source at 79 .4=km depth, Plafker and Savage '517 fault-plane parameters.
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\
that due to a step-function point source. Since the shear velocity of the 1066 A model at! 80-km
depth is approximately 4.5 km/sec, we conclude that, for this event, the radiated energy is
quite sensitive to rupture propagation velocity approaching the source region shear velocity.

D.W. McCowan
A. M. Dziewonski

G. RAYLEIGH-WAVE EXPLOSIVE MOMENTS AND SEISMIC ENERGIES

FOR SIX U.S. EXPLOSIONS

Rayleigh-wave point-source theory19 provides a means of calculating the radiated Rayleigh-
wave seismic energy if the moment tensor and time history of a source are known. In tHe case

of a step function of explosive moment, the vertical component Rayleigh-wave spectrum will be:

_ MkAk

dw(w,k d)]
Zﬂwz dz

W(w k,2) [—— [~ku(w,k,d) + S¥@.kd) | (111-9)

A(r,z,w) = T |

In this expression, A is the zero-to-peak amplitude, M is the scalar explosive moment, |k is
horizontal wavenumber, w is angular frequency, d is the source depth, and u and w ard the
Rayleigh-wave eigenfunctions normalized as described previously.iq In the interests of sfm-
plicity, the amplitude effects of attenuation and dispersion have been neglected. Figures [[II-18
to III-20 show this function plotted for the case of a 1023 dyn-cm explosive moment sourci at a
distance of 100 km. Figures III-18 and III-19 show the effects of a change in source deptH,
while Fig. III-19 shows the results of Fig. III-18 seen through an LRSM (Long Range Seismic
Measurements) LP recording system.

Values read from these graphs or similar versions computed for the required source depths
can be used to estimate the explosive moment of an underground explosion from amplitudeiand

period observations. The formula is: ‘

_ _A(obs) ND 23 . L
M = Zigraph 16 % 107 dyn-cm (II1-10)

where D is the source distance in kilometers. Combining Eq. (III-10) with the Prague forrhula
for Ms’ and using the value in Fig. III-18 at 20-sec period, implies the following surface-wave

magnitude-moment relation: [
\

M_ = log (M X 10 %) + 1.16 log & + 0.80 (I1-11)

where A is the epicentral distance in degrees, and M is again the explosive moment.
The arguments used previouslyzo to derive an energy-moment tensor relation appropriate
to free oscillation seismology can be easily generalized to Rayleigh waves. The resulting ex-

pression is

(II1412)

m=-2 j 21rwj IR(wj,k)

which is valid for a step-source time function. Here, M is the moment tensor of the source,
+ |

Srlr? is the set of Rayleigh-wave strains, IR is the normalization integral, and j is the mode|

index. The Rayleigh-wave strains can either be calculated by using a surface-wave-dispersi?:m

program or, for a homogeneous halfspace, be expressed analytically. In the latter case,”  the
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TABLE I111-3

PUBLISHED INFORMATION ON NTS EXPLOSION AND COMPUTED RESULTS

. Scale(3) Rise(4)
~ ) ) ) Depth(l) ) Yield(]) Bplodire Momze:;\f Step-Function(z) Length | Time
ot Date Location (km) Geology (kT) (dyn-cm)x 10 Energy (kT) (km) (sec)
Half Beak 6/30/66 | Pahute Mesa 0.88 Rhyolite 300 49 + 32 400.0 4.6 1.4
Greeley 12/20/66 | Pahute Mesa | 1.23 Tuff 825 165 = 190 1800.0 8.0 2.4
Scotch 5/23/67 | Pchute Mesa f 1.00 | Tuff 150 33+ 29 160.0 4.4 1.3
Knickerbocker | 5/26/67 | Pchute Mesa | 0.63 Rhyolite 71 20 £ 16 200.0 4.7 1.4
Gasbuggy 12/10/67 | Dulce, NM 1.29 Shale 29 3.6 £2.2 0.73 0.77 0.23
Rulison 9/10/69 | Rulison, CO 2,57 Sandstone 40 3.3x1.7 0.08 - -

(3)= cT.

@ 7= 4% 10

(])Taken from Ref.23.

19

ergs.

(4)Assuming c = 3.3 km/sec.




resulting energy density consists of three terms, of the form:

L2 o-Awd (II1-13)

Each one of these decays at both w extremes. The energy for a homogeneous Poisson halfspace
can be integrated to give an exact answer for the radiated energy:

2
E = (0.196)M
pnd

(I11-14)
However, previous free-oscillation resultszz’z‘;’25 show that a step function in applied moment
produces an infinite radiated energy. Equation (III-14) shows that, for fundamental-mode Ray-
leigh waves, this only happens at zero source depth. For nonzero source depths, the exﬁonen-
tial in Eq. (III-13) makes the energy finite. In other words, very-high-frequency Rayleig}i waves
propagate between the free surface and the source and are therefore poorly excited. lnst?ad of
relying on this source-depth effect to limit the high-frequency energy spectrum, it is prudent to
include the possibility of a ramp-source time function. The corresponding expressions to
Egs. (II1-12) and (III-14) are:

12 -

Y Z S- Z (w kd)l sin (ij/Z) 2 lie1s)

= Sy (w k) w T/2 ‘
m=-2 j iR J
and
g - (0.196) M 2.2909 ~ 3.0475 N 1.0343 ]
ud> 4.8698 + 1.6950x°  1.9103 + 1.2408x°  0.4867 + 0.7866%°
x = c¢T/d (I1I-16)

where T is the ramp time. The bracketed quantity, denoted by Z(x), is plotted in Fig. III-21.

As can be seen, increasing the ramp time serves to substantially decrease the radiated ene\&‘gy.
The results of estimating explosive moments and computing radiated energies from Eqgs. (III-9)

and (III-16), respectively, are given in Table III-3. These are for a selection of six U.S. explo-

sions described as part of the LRSM programzs S

In applying Eq. (III-9), a structure apprppri-
ate to the NTS was used. The explosive moments and their standard deviations were computed
from all the nonquestionable Rayleigh-wave data reported for these six explosions. No attempts
were made to remove anomalously high or low values (which were clearly evident), nor wer:r
any attempts made to reduce the impact on the average of very distant stations. A value of
w=4x1ol? dyn/cm2
analyses.

, deemed characteristic of sedimentary crustal rocks, was used in all the

The energies in Table III-3 are on the order of, or slightly higher than, the announced yiTelds
for NTS explosions. The two gas stimulation explosions, Gasbuggy and Rulison, produce enqrgy
estimates much lower than the announced yields. These, of course, are all for the step-function
source. In an ad hoc attempt to deduce the correct source ramp time, scale lengths (=cT) were
chosen which reduced the calculated step-function energy to 1 percent of the announced yield.
This was thought to be a representative number based on previous work.32 The resulting ramp
times are all near 1.5 sec for the NTS events, except that for the Greeley explosion. Unfortu-
nately, its explosive moment is the most poorly determined example in the group. Again, the
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PARAMETERS FOR pP AND SLAPDOWN PHASES DETERMINED BY (a) BAKUN AND JOHNSONS*

TABLE [I1-4

AND (b) KING ET AL_.35 CORNER FREQUENCIES WERE CALCULATED FROM KING'S DATA.

mp AND Mg ARE NEIS MAGNITUDES.

Amplitude Ratio

Time Delay (sec)

pP/P Slapdown/P pP/P Slapdown/P

Longshot (b) -0.3 +0.3 0.5 0.9

(a) 0.7 +0.7 0.8 1.4
Milrow

(b) -0.5 +0.4 0.8 1.4

(a) 0.6 +0.8 12 1.9
Cannikin

(b) -0.4 +0.4 I5) 1.9

Corner Frequency

(Hz)

1.62

Yield
(kT)

85

b Ms
6.1 39
6.5 4.9
6.8 5.7




gas stimulation explosions stand out as having substantially lower ramp times. In fact} the
computed step-function energy for Rulison is already below 1 percent of the announced yield.

An obvious conclusion of this work is that the source time function for explosions remains
virtually unknown. Observed Rayleigh-wave spectra corrected for the recording system re-
sponse3 generally show that the energy peaks above 1/10 Hz. Since this is in the rejedtion
band of the anti-microseism filter, there isn't much chance of recovering the source tir]he func-
tion from presently available data. What is needed is a representative sample of broadhand
Rayleigh-wave seismograms recorded on reasonably near-in stations. One good possib{lity
here is to modify the Albuquerque SRO by reducing the gain and removing the anti-micrdseism
filter. It could then be used to observe NTS explosions which, by chance, propagate to Albu-
querque across a relatively simple and homogeneous structure: the Colorado Plateau. These
recordings could then be analyzed along the lines of Dziewonski and Gilber’c's33 work on deep
South American earthquakes. The result of such endeavors should be an accurate determination
of the explosive moment time histories for NTS explosions, which may also lead to more |ac-
curate estimates of the radiated seismic energies.

D.W. McCowan

H. YIELD VERIFICATION USING LONG-PERIOD P WAVES FROM EXPLOSIONS

At WWSSN stations, intermediate- to large-yield nuclear explosions produce LP P waves
which are extremely simple in shape. Although these waves are not usually seen for yields
much less than 100 kT, their simple shape and generally smaller amplitude scatter at large
yield, compared with SP records, allow an alternate way to examine explosion source functions
and seismic scaling with yield. ‘

Figures Il1-22(a), (b), and (c) show plots of LP and SP amplitudes in microns for three large
explosions in different test areas. These amplitudes were measured peak-to-peak on avail'able
WWSSN records, and corrected only for instrument gain at 1 sec for SP stations and at 15 %ec
for LP stations. Except for the Novaya Zemlya data, in Fig.III-22(a), the LP amplitudes are
mostly greater than the SP amplitudes, with a slope LP vs SP less than 1. For both the Nc#vaya
Zemlya and Cannikin tests, the LP amplitudes have an order-of-magnitude less scatter than the
SP amplitudes.

It is interesting that the LP amplitudes for Cannikin are, on the average, about half-a-
magnitude larger than the Novaya Zemlya LP amplitudes, although the my values assigned |
the NEIS were the same. This observation and the larger Cannikin yield suggest that the Cap-
nikin my is underestimated.

In order to explain the pattern of SP and LP amplitudes, we investigated the effect of ext
plosion source functions and earth attenuation on synthetic SP and LP records. Because our
knowledge of site parameters for Novaya Zemlya explosions is limited, we chose the three UrS.
Amchitka tests — Longshot, Milrow, and Cannikin — which have a wide range of known yields |
and depths.

Table III-4 contains source parameters for pP/P and slapdown/P phases obtained by Baklun
and Johnson34 and by King et al o from SP spectral analysis. -

Although the delay times for pP and slapdown phases relative to P agree between the two|
studies, the relative amplitudes do not. In particular, pP and slapdown phases have about
equal and opposite amplitudes significantly less than 1.
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Synthetic LP WWSSN records for Cannikin were calculated to compare with actual wave-
forms. Included in the records are Bakun and Johnson's parameters for the relative P, pP, and
slapdown amplitudes, an explosion source function given by Blake3 with a corner frequency of
0.971 obtained from King's results, a causal attenuation operator, and the WWSSN LP response.

Figure III-23(a) shows the synthetic waveforms for the P phase alone, and the effects of
adding pP and slapdown phases. Figure III-24 displays several LP recordings of Cannikin, and
they are surprisingly impulsive. Of particular interest are the equal positive and negative
swings in the first motion, and the lack of strong later phases in the first few seconds. This
seems to imply that the pP/P amplitude ratio must be closer to one, and the slapdown ampli-
tude nearer to zero than suggested by Bakun and Johnson's study. The slapdown phase shown
in the synthetic record is not visible at all on most of the LP explosion records.

In Fig. I1I-23(b), synthetic LP records for Cannikin are displayed assuming a pP/P ampli-
tude ratio of —1.0 and retaining the slapdown/P amplitude ratio of 0.8. The synthetic records
which contain only P and pP phases adequately explain the shape and pulse width of the observed
data. In Fig. III-23(c), synthetic SP records are shown for Cannikin using the same source pa-
rameters. These calculations use the formulation for the WWSSN SP response obtained by
Burdick and Mellman,37 which includes the effect of transducer inductance at high frequencies.

Synthetic SP and LP records were computed for Cannikin, Milrow, and Longshot for a
variation of attenuation parameter t* = (travel time)/(average Q). The far-field displacement
spectrum for each explosion was normalized to equal the yield at 0 frequency, and given the
corner frequency listed in Table III-4. Instrument responses were normalized to 1.0 at 1 and
15 sec for SP and LP records, respectively. P amplitudes, peak-to-trough, were measured
to obtain relative amplitudes of LP and SP phases.

These synthetic amplitudes are displayed in Fig. III-25. The trend of SP vs LP amplitudes
is very similar for the three explosions in spite of variations in source corner frequency. This
trend is controlled primarily by attenuation variations which affect the SP amplitudes more
severely than the LP amplitudes. Thus, attenuation alone may explain much of the trend of the
real LP and SP data in Figs. III-22(a-c). In particular, the Novaya Zemlya data show a cross-
over region where LP amplitudes become less than SP amplitudes. From the synthetic cases
this would be expected along paths with t*< 0.5, a reasonable value for high Q teleseismic
paths.

Another feature of the synthetic data is that attenuation differences may cause SP ampli-
tudes to overlap from explosion-to-explosion, whereas the LP amplitudes remain separated.
This would decrease the reliability of SP magnitudes based on uneven station coverage.

Taking amplitude ratios of the synthetic data for pairs of shots, we obtain the curves shown
in Fig. I1I-26(a) as a function of tx As attenuation increases, both LP and SP amplitude ratios
converge to the ratio of yields used in the calculations.

Figure III-26(b) shows amplitude ratios calculated from real data of various periods. On
LP records we measured 32 Cannikin LP amplitudes, and 8 Milrow amplitudes. Of these mea-
surements, Cannikin and Milrow were measured at 7 common stations including COL which also

recorded Longshot. Amplitude ratios at common stations are:

Milrow/Cannikin 0.26 + 0.07
Longshot/Milrow 0.089
Longshot/Cannikin 0.023
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These ratios are plotted in Fig. I1I-26(b) as crosses. In spite of the small number of me‘asure-
ments, these ratios agree well with the yield ratios and with ratios expected from NEIS -
differences which are measured at periods from 10 to 20 sec. Amplitude measurements pre-
dicted from NEIS my differences clearly do not agree with the other data and must be considered
unreliable. Specifically, my for both Milrow and Cannikin are probably underestimated.i This
is suggested by SP measurements at seven common LRSM stations by von Seggern and Bl ndford.38
They computed the amplitude ratios displayed as solid points in Fig. lII-26(b). These raIios are
much closer to the yield ratios than are the ratios based on NEIS my . \

This preliminary analysis of LP data from explosions is promising. We intend to examine
data from all test areas and concentrate on the yield range of 100 to 1000 kT.

C.W. Frasier
T. J. Fitch

I. ANOMALOUS my VS YIELD FOR LONGSHOT, MILROW, AND CANNIKIN

Using LP and SP data, we are investigating the difficulties of estimating consistent Aelds
for large explosions. In Sec. H above, we indicated that relative LP amplitudes for body Waves
from Longshot, Milrow, and Cannikin could be used to estimate the relative yields of the three
explosions. These amplitudes were not divided by their apparent period, nor were they clprrected
for instrument response.

Figure III-27 shows log amplitude as a function of yield for Milrow and Cannikin data,| nor-
malized by the Longshot data. Different types of actual and theoretical amplitudes are shbwn,
both LP and SP. Using the scaled, theoretical w-?‘ source spectra of the previous section, we
calculated amplitudes of Milrow and Cannikin relative to Longshot at 0.05, 1.0, and 2.0 H7 fre-
quencies. In the broadband from 0.05 to 1.0 Hz, the theoretical ratios vary insignificantly and
agree quite well in Fig. II-27 with amplitude variations expected from differences in NEIS|M -
measured from 15 to 20 sec, and LP body wave measurements at periods as small as 2 t4 3 sec.
Therefore, a consistent trend of amplitude proportional to yield 1.0 fits the data from perlbds
22 to 20 sec.

At shorter perlods ~1 sec the amplitudes are proportional to a smaller power of yield{ For
example, at 2 Hz the theoretical amplitudes vary as yield ~0.75 because the corner frequj-mes
assumed in the source functions for Milrow and Cannikin are both <2.0 Hz. Von Seggern and
Blandfor-d38
LRSM stations. They obtained the following ratios:

measured the amplitudes of the first quarter-cycle of the SP records at seven|

Milrow/Longshot 6.68 + 0.86
Cannikin/Longshot  15.76 + 2.32

I

|

%
Logarithms of these ratios are shown in Fig. III-27 as black circles, and follow the trend oe the
theoretical curve at 2 Hz. Although the first motion amplitudes contain frequencies higher than
1 Hz, it is uncertain whether the spectra peak nearer to 2 and 1 Hz. If not, the data of von Sgggern
and Blandford may indicate a faster falloff than w_z in the source spectra beyond the corner
frequencies. '

Expected log amplitudes based on NEIS and ISC m,, assuming similar periods for each| P

wave, show a trend well below von Seggern and Blandford's results and must be considered 'sus-
pect. Cannikin and Milrow m,, values are most certainly underestimated, due to a variety df

problems in network detection, station bias, and inconsistent period measurements. These|are
|
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discussed in great detail by Basham and Horner.39 They used the Canadian seismic network to
estimate LP and SP magnitudes which do not involve dividing by pulse period. By including
station biases for high-quality stations on the Canadian shield, Basham and Horner calculated
SP magnitudes which give the log amplitude ratios shown in Fig. III-27 by black triangles. These
values agree well with von Seggern and Blandford's amplitude ratios and verify the poor quality
of NEIS my values. "

Basham and Horner used an explosion source model by Haskell ™ to predict the LP and SP
body phase amplitudes and the relative Ms values for the three Aleutianl explosions. As in our
study, they were able to match Ms variations based on the 0-Hz spectral level, which scales as
yield 1.0. They could not, however, predict either the LP or SP amplitudes using the Haskell
source model. Their discrepancy for SP amplitudes is similar to that shown in Fig. I11-27, be-
tween the theoretical curve for 1.0 Hz and the black triangles and circles. At long periods, the
scaled Haskell source functions predict a Cannikin/Longshot P-wave ratio about 0.4 magnitude
units larger than the prediction in Fig. III-27.

One difficulty with the Haskell explosion model is that it predicts a far-field spectrum which
decays as w-4 above the corner frequency. This causes large explosions to have less high-
frequency energy than small explosions. Most evidence,38 however, suggests that w'z source
models fit the explosion data better and are physically more plausible than Haskell's model.

It appears then that m, as currently determined by the NEIS and ISC is particularly ques-
tionable for large explosions, and that more consistent yield determinations can be made by the
combined use of MS and LP P waves. It must be emphasized that if absolute rather than rela-
tive yields are to be obtained, a path-dependent magnitude Ms’ as proposed by Marshall and
Basham,41 must be used — particularly for explosions in different tectonic regions.

C.W. Frasier
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